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Executive Summary

Our journal aims to reveal more current, higher quality and more original research studies and to publish
them in the light of accurate publishing principles. In our 31 volume, 55" issue, we present twenty-five studies,
including socioeconomic-based findings and reviews, which broadly contains research papers. Research papers
provide a clear contribution to knowledge in the field with solid theoretical and/or methodological support and
provide a critical, concise, comprehensive, and contemporary examination of economics in real life and its
applications.

The first study of our journal examines the nexus between nurses' communication, knowledge sharing and
organisational ambidexterity levels. As a result of the study conducted with 318 nurses working in university
hospitals in the TRC1 Region using simple random sampling, it was determined that the mastery degrees of the
new generations were lower than the old ones, even still a linear and significant relationship was presented. The
second study of this issue, which also has the characteristics of a research article, aims to illuminate a relationship
as the first article. It strives to determine whether there is a correlation between the safety climate and performance
indicators by surveying 195 employees in a manufacturing company. The third study evaluates the factors affecting
credit risks in the Turkish banking system between 2003 and 2018. The following study similarly focuses on the
Turkish banking system and investigates the performance of 13 commercial banks before and after the Pandemic.
Especially the recent ongoing debates on the profitability of Turkish public-owned banks raise the conspicuousness
of this article.

The fifth study is about the Metaverse, a developing trend recently gaining importance in the literature.
Although the authors have not expressed it in the article, it has been used as a preference explanation mechanism
that has a significant and positive effect on the perceived usefulness of compatibility, fun and trust. Hence this study
is notable for testing set patterns of understanding that can be extended, including tax compliance. The sixth study
is about inflation, which never falls off the agenda and does not compromise its importance, especially in economic
instability in the last few decades. The study, which proposes to establish the link between the cold progressive
proportionality and inflation in the Turkish income tax between 2006 and 2021, is valuable in revealing the
distorting effects of inflation on the tax system. The seventh article of this issue is about the oil-stocks study, which
is a popular research method and differs in that it reveals asymmetric shock effects. In this study, the effect of crude
oil prices and other selected macroeconomic variables on the Turkish stock market in the period 2005:01-2021:06
has been determined. The eighth study is on the exclusion effect of public debt and investments in Turkey using
the ARDL method, while the ninth study is on the non-performing loans used by banks and the sectoral effects of
these loans.

Our issue’s tenth and eleventh studies are solely public finance studies on the informal economy and
taxation. The tenth study explores the interactive impact of financial development and institutional quality on the
informal economy, using 2002-2017 data from 67 developing countries. The eleventh study has carried out a
legislative review in the context of time spent in virtual games, which has become one of the biggest endeavours
of the twenty-first century. Moreover, the twelfth study, another of the international econometric studies of this
issue, investigates the validity of the relationship between service exports and economic growth in the South
Caucasus countries. Another study approaching from a multinational perspective is Tosun and Yilmaz's work on
non-profit sectors. The economic and social factors affecting the size of NGOs in OECD and 20 member countries
between 1995-2019 has investigated.

While the exchange rate and household consumption expenditures study of Kogak and Karis researched
via ARDL and ARCH is the fifteenth study in this issue, Tasgit et al.'s study is called the mediating role of strategic
capability on the relationship between strategic awareness and strategic agility is the sixteenth article of the issue.
On the other hand, the article of Akkog et al. on indirect tax burden in Turkey and their increasing proportionality,
and Polat and Bulut's article on second-hand car price increase are the seventeenth and eighteenth studies,
respectively. The eighteenth article, which aims to present a market analysis of used-car prices based on the example
of Van, proved the supply chain's increasing effect on the price by trying to make a supply-side analysis as a survey
applied to authorised dealers and dealers. Bekar's study on the exchange rate, which is the twentieth article in this
issue, is noteworthy in that it can identify the model that gives the closest result to the righteous prediction in the
estimation of exchange rate variability in Turkey in the 2005-2021 period.

Our issue consists of econometric-based studies that can be easily tested for robustness in the national and
international literature, indicating our journal's effort to offer better quality research to its readers. In this context,
the twentieth article, which conducts a spatial analysis of the environmental protection expenditures of local
governments, reveals that the environmental protection expenditures per capita in Tirkiye are concentrated in



certain regions and cause the free-riding problem. As an econometric study, the following study tests the closed-
circle theory on Turkey from the developing countries between 1980-2019. The twenty-second study has included
this group using panel data analysis on the relationship between "Internet Penetration, Foreign Direct Investments,
Foreign Trade and Economic Growth" in "BRICS-T Countries".

The twenty-third article is about a bleeding wound of our country, terrorism. It has shown that terrorism
is a phenomenon that affects the economy for the 1970-2020 period by using OECD and GTD data such as the
number of events, the number of deaths and the number of injured. The twenty-fourth article evaluates the framing
theory, mostly used in other fields of social sciences, in the context of tax penalties in public finance. The last study
of our issue investigates Turkey's structural breaks and the volatile index between 2009:6 and 2021:12.

Dear researchers, scientists, and readers, we know that publishing in quality academic and scientific
journals like Sosyoekonomi is always challenging. However, please do not let the waiting time of the evaluation
process on your determination to succeed. No one knows better than you are how difficult and arduous the road to
success is.

We hope you will share our enjoyment and academic pleasure while reading this issue. We are truly
grateful for your ongoing interest in our journal.

Sevilay Ece GUMUS-OZUYAR
Editorial Board Member



Editoriin Notu

Dergimizin amaci, giincel, kaliteli ve 6zgiin arasgtirma makaleleri yaymlamaktir. 31. cildimizin 55.
sayisinda sosyoekonomik temelli bulgu ve incelemeleri igeren yirmi bes ¢alismayi sunuyoruz, ki say1 genel olarak
aragtirma makalelerini icermektedir. Arastirma makaleleri, saglam teorik ve/veya metodolojik destekle alandaki
bilgiye agik bir katki saglar ve gercek hayatta ve uygulamalarinda ekonominin elestirel, 6zlii ancak kapsamli ve
cagdas bir incelemesini gergeklestirir.

Dergimizin ilk ¢aligmasi, bir aragtirma makalesi olarak iletisim ve bilgi paylasimi ile orgiitsel ustalik
arasindaki iligkiyi incelemistir. Basit tesadiifi 6rnekleme yoluyla TRC1 Bolgesi’ndeki tiniversite hastanelerinde
caligan 318 hemsire ile yapilan caligma sonucunda yeni jenerasyonlarin ustalik derecelerinin eskilere kiyasla daha
diisiik oldugu ancak yine de dogrusal ve anlamli bir iliski saptanmustir. Bir aragtirma makalesi 6zelligi tastyan bu
saymnin ikinci ¢aligmas da birinci ¢alismada oldugu tizere bir iliskiyi aydmlatma gayesi tasimaktadir. Giivenlik
iklimi ve performans gostergeleri arasinda bir baginti olup olmadigini bir imalat firmasindaki 195 ¢alisan ile anket
yapmak suretiyle belirlemeye gayret etmektedir. Ugiincii calisma ise 2003-2018 yillari arasinda bankacilik
sistemini konu ederek, kredi risklerini etkileyen faktorleri Tiirkiye tizerinde degerlendirmistir. Takip eden ¢alisma
da benzer sekilde Tiirk bankacilik sistemini konu edinmistir ve Pandemi 6ncesi ile sonrasinda 13 ticari bankanin
performansimi incelemistir. Ozellikle son dénemde Tiirk kamu bankalarinin karliligma iliskin siiregelen tartismalar
bu makalenin dikkat gekiciligini artirmaktadir.

Besinci ¢alisma, giiniimiiz diinyasinda gelisen bir trend olan ve literatiirde yer bulmaya baglayan metaverse
hakkindadir. Makalede yazarlar dile getirmese de bir tercih agiklatma mekanizmasi olarak kullanilan metaverse
sisteminin uyumluluk, eglence ve giivenin algilanan fayda iizerinde anlamli ve pozitif bir etkiye sahip oldugu ortaya
konulmustur. Bu baglamda bu ¢alisma vergide uyum da dahil olmak iizere genisletilebilecek anlayis kaliplarinin
testi i¢in dikkate degerdir. Altinci ¢alisma ise giindemden hig diismeyen ve 6zellikle son birkag on yildir yasanan
ekonomik istikrarsizliklar dahilinde 6neminden 6diin vermeyen enflasyon ile ilgilidir. 2006-2021 déneminde Tiirk
Gelir vergisinde soguk artan oranlilik ile enflasyon arasindaki bagi kurmaya ¢alisan ¢alisma, enflasyonun vergi
sistemi lizerindeki bozucu etkilerini ortaya koymasi bakimindan degerlidir. Bu sayinm yedinci makalesi de popiiler
bir aragtirma yontemi olan ve asimetrik sok etkilerini ortaya koymasi bakimindan farklilagan petrol-hisse senedi
caligmasidir. Bu ¢alismada, 2005:01-2021:06 doneminde ham petrol fiyatlari ile diger se¢ilmis makroekonomik
degiskenlerin Tiirkiye hisse senedi piyasasi lizerindeki etkisi belirlenmistir. Sekizinci ¢alisma ise kamu borg¢ ve
yatirimlarinin Tiirkiye’deki dislama etkisi tizerine ARDL yontemi kullanilarak yiiriitillen bir aragtirma iken
dokuzuncu ¢alisma da bankalardan kullanilan kredilerin takibe diisiisti ve bu kredilerin sektorel etkileri {izerinedir.

Sayimizin onuncu ve on birinci ¢aligmalari tamamen kamu maliyesi ¢aligmalar olup sirasiyla kayit dist
ekonomi ve vergilendirme tzerinedir. Onuncu g¢aliymada 67 gelismekte olan tilkenin 2002-2017 verilerini
kullanarak finansal gelisme ve kurumsal kalitenin kayit dis1 ekonomi tizerindeki interaktif etkisini aragtirmaktadir.
Onbirinci ¢aligmada, yirmi birinci yiizyilin en biiyiik ugraslarindan biri haline gelen sanal oyunlarda gegirilen siire
baglaminda bir mevzuat incelemesi yapilmistir. Ayrica bu konudaki uluslararas: ekonometrik galigmalardan bir
digeri olan on ikinci ¢alisma, Giiney Kafkasya iilkelerinde hizmet ihracati ile ekonomik biiyiime arasindaki iligkinin
gecerliligini aragtirmaktadir. Cok uluslu bir bakis agisiyla yaklasan bir diger eser ise Tosun ve Yilmaz’in kir amaci
gilitmeyen sektorler calismasidir. 1995-2019 yillari arasinda OECD ve iiye 20 iilkede STKlarin biiyiikligini
etkileyen ekonomik ve sosyal faktorler arastirilmistir.

Kogak ve Karig’in ARDL ve ARCH ile arastirdigi doviz kuru ve hane halki tilketim harcamalari ¢aligmasi
bu sayida on besinci ¢aligma olarak yer almaktayken, Tasgit vd.’nin stratejik farkindalik ve stratejik ceviklik
iliskisinde stratejik yetenegin aracilik rolii isimli calismast ise on altinci ¢alisma olarak sayida yer bulmustur. Ote
yandan Akkog vd.’nin Tiirkiye’de dolayli vergi yiikii ve bunlarin artan oranlihig: ile Polat ve Bulut’un ikinci el
otomobil fiyat artisina dair makalesi sirastyla on yedinci ve onsekizinci alismalardir. ikinci el araba fiyatlari ile
ilgili Van 6rneginden yola ¢ikarak bir piyasa analizi sunmay1 hedefleyen on sekizinci makale, aslinda temelde
yetkili satic1 ve galericilere uygulanan bir anket olarak arz yonlii bir analiz yapma gayretiyle tedarik zincirinin fiyat
tizerindeki artirict etkisini ispatlamigtir. Bekar’in doviz kuru tizerine olan ve bu sayida yirminci makale olarak yer
alan calismasi ise 2005-2021 déneminde Tirkiye’de kur degiskenlik tahmininde dogru tahminlemeye en yakin
sonug veren modeli saptayabilmesi bakimindan dikkate degerdir.

Sayimmizin ulusal ve uluslararas: literatiirde kolaylikla saglamlik testinin yapilabilecegi ekonometrik
temelli giiclii ¢aligmalardan olusmasi, dergimizin siz okuyucularina daha Kaliteli arastirmalar sunmaya c¢alisma
gayretinin de bir gostergesidir. Bu baglamda yapilan bir diger ¢alisma, yerel yonetimlerin gevre koruma harcamalari
tizerine mekéansal bir inceleme yapan yirminci makaledir, ki bu makale Tirkiye’de kisi basi ¢evre koruma
harcamalarinin belli bolgelerde yogunlastigini ve bedavacilik problemine yol agtigini gostermektedir. Takip eden



caligma da ekonometrik bir ¢aligma olarak, 1980-2019 yillar1 arasinda gelismekte olan iilkelerden Tiirkiye’deki
kapali dongii teorisini test etmektedir. Yirmi ikinci ¢alisma da bu bahsi gegen gruba “BRICS-T Ulkeleri’nde
Internet Penetrasyonu, Dogrudan Yabanci Yatirimlar, Dis Ticaret ve Ekonomik Biiyiime” iliskisine dair
aragtirmada panel veri analizi kullanimu ile dahil olmustur.

Yirmitigtincii makale, iilkemizin kanayan yarasi terorizme dair bir ¢aligmadir. Bu makalede terdrizmin
olciilebilen boyutlar1 olarak adlandirilan olay sayisi, vefat sayisi, yaralanan sayist gibi OECD ve GTD verileri
kullanarak 1970-2020 dénemleri arasinda terdrizmin ekonomiyi etkileyen bir olgu oldugunu gostermistir.
Yirmidordiincii makale ise genellikle sosyal bilimlerin diger alanlarinda kullanilan gergeveleme kuramini kamu
maliyesi alaninda vergi cezalari baglaminda degerlendirmektedir. Son olarak, sayimizin son ¢aligmasi ise 2009:6
ile 2021:12 arasinda Tiirkiye’de yapisal kirilmalar ile volatilite endeksini aragtirmaktadir.

Degerli arastirmacilar, bilim insanlar1 ve okuyucular, Sosyoekonomi gibi kaliteli akademik ve bilimsel
dergilerde yaymn yapmanin ne kadar zor oldugunun her zaman bilincindeyiz. Ancak ne bekleme siiresinin ne de
degerlendirme siiresinin sizin basarili olma kararliliginiz1 etkilemesine izin vermeyin. Basariya giden yolun ne
derece zahmetli ve mesakkatli oldugunu sizlerden daha iyi kimse bilemez.

Bu saymmizi okurken aldigimiz zevke ve akademik zevkimize ortak olacaginizi umuyoruz. Dergimize
gosterdiginiz ilgiye samimiyetle minnettariz.

Sevilay Ece GUMUS-OZUYAR
Yaym Kurulu Uyesi
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Abstract

This study aimed to determine the relationship between communication and knowledge-
sharing levels and organisational ambidexterity levels of nurses working in university hospitals in the
TRC1 (Gaziantep, Adiyaman, Kilis) Region of Turkey. Through simple random sampling, 318 nurses
working in university hospitals in the TRC1 Region were reached. As a result of the analysis, a positive
linear and significant relationship was determined between communication and information sharing
and organisational ambidexterity. In addition, it is a remarkable result of this study that the
communication, knowledge sharing, and organisational ambidexterity levels of the Y-generation
nurses are at the lowest level compared to the other generation nurses.

Keywords : Communication and Information Sharing, Organisational
Ambidexterity, Nurse.

JEL Classification Codes:  M12, D83, D23.
Oz
Bu caligmada, Tirkiye'nin TRC1 (Gaziantep, Adiyaman, Kilis) bolgesindeki iiniversite
hastanelerinde ¢aligan hemgirelerin iletisim ve bilgi paylasim diizeyleri ile 6rgiitsel ustalik diizeyleri
arasindaki iligkinin belirlenmesi amaglanmstir. Basit tesadiifi 6rnekleme yoluyla TRC1 Bolgesi'ndeki
universite hastanelerinde calisan 318 hemsireye ulagilmistir. Analiz sonucunda iletisim ve bilgi
paylasimu ile orgiitsel ustalik arasinda pozitif yonde dogrusal ve anlamli bir iliski saptanmuistir. Ayrica

Y kusagi hemsirelerin iletisim, bilgi paylagimi ve 6rgiitsel ustalik diizeylerinin diger kusak hemsirelere
gore en diisiik diizeyde olmasi bu ¢alismanin dikkat ¢ekici bir sonucudur.

Anahtar Sozciikler . Tletisim ve Bilgi Paylagim, Orgiitsel Ustalik, Hemsire.
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1. Introduction

Globally, the health system is an indispensable chain of methods as long as humanity
exists. One of the critical links of this chain is the communication and information sharing
that ensures coordination between multidisciplinary professional groups in the provision of
health services. Since nurses, who comprise most healthcare professions, are expected to be
systematic, qualified, and share in patient care services, communication and information
sharing are very important for nurses (Turkelson et al., 2017). Nurses with individual and
team-based skills in providing healthcare services work in coordination and communication
with different healthcare professional groups. If there is a deficiency or impairment in
communication or coordination, medical errors may arise in areas with severe working
conditions, such as intensive care and emergency services. For this reason, effective
communication prevents unwanted situations that may occur during the working process of
nurses before they turn into a disaster for the patient (Turkelson et al., 2017). In addition,
according to Ruhomauly et al. (2019), effective communication is also important regarding
patient safety, which has an important place in nursing care services. Moreover, according
to Pun et al. (2020), the patient handover process is another example of effective
communication between nurses in conveying critical information such as patient care,
treatment, and recovery. In this process, a setback or delay in sharing the patient's
information may cause negative consequences for the patient. Similarly, Ekambaram et al.
(2018) reported that communication and information management are vital in enabling
organisations to cope with changes effectively, increase their productivity, and pave the way
to development and innovation. In this context, it can be said that effective communication
and information sharing have an important role in terms of the continuity of nursing services
and the complete fulfilment of responsibilities.

The concept of organisational ambidexterity, which is as important as communication
and information sharing in management systems, such as increasing the performance of the
organisation, using the resources of the organisation systematically, and revealing the talents
of the organisation members (Ahammad et al., 2019), making use of the existing capabilities
of the organisations and ensuring that they are always open to innovations, providing
opportunities for discovery and innovation, offers opportunities (Jeskey et al., 2011) in line
with the interests of the organisation and staff. According to Jeskey et al. (2011), the
monitoring system used for continuous patient monitoring after surgery mediates nurses'
improvement and development efforts as an example of organisational ambidexterity
behaviours.

Technological and political developments, manifested today with constant change
and transformation, have affected sectors such as the economy, security, education, and
health. This change and transformation have also caused some changes in the roles and
functions of nurses, the largest health sector workforce. It is seen that especially preventive
health services come to the forefront in nurses compared to curative health services, and
services for healthy individuals and their families increase instead of providing care to the
sick individual. Thus, besides the primary caregiver role of nurses, functions such as
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educators, consultants, decision-makers, managers, and coordination have emerged.
Therefore, the nursing profession gets rid of the traditional nursing understanding and
quickly assumes a contemporary professional identity (Ding et al., 2007; Korkmaz, 2010).
This contemporary professional identity has led to the establishment of the concept of
professionalism in nurses, and they have reached a situation where they can perform their
functions, such as scientific research, theory development, and participation in professional
associations, as well as providing care services. Of course, while providing care services,
nurses act with ethical principles as well as exhibit behaviours toward professional values
(Goris et al., 2014; Saragoglu, 2010). The International Union of Nurses (ICN), one of the
pioneers of the nursing profession, constitutes an important force worldwide to increase the
service standards of the members of the profession on behalf of the professionalisation of
the nursing profession (Korkmaz, 2010). Therefore, nurses should know professional,
ethical values and should be professional member who carries out care and practice in line
with their professional standards and acts with the awareness to increase the quality of
continuous service. Nurses must acquire a special skill to carry out care and all these
professional requirements together. In this direction, it is important to determine the
organisational ambidexterity behaviours of nurses to gain not only a specific subject but also
different organisational skills within the organisation. Another originality of our research is
investigating the factors that can effectively gain other professional competencies of nurses.
In addition, due to the important contributions of information sharing, such as increasing
individual and organisational performance and job satisfaction, it has been discussed mainly
among nurses together with organisational ambidexterity (Gehrke & Hasan, 2020; S6nmez-
Cakir & Adigiizel, 2020).

In addition, when the literature was examined, it was observed that communication
and information sharing in the nursing field and organisational ambidexterity research were
discussed separately (Altindis & Veysel, 2011; Wasilewski, 2019). However, no study has
been conducted on nurses considering both concepts together. Therefore, this research can
be evaluated as original research since it is the first research in the health field. Thus, with
its results, this research will contribute to filling the gap in the literature, being a guide for
other researchers, and increasing managerial skills in the nursing field.

2. Conceptual Framework

2.1. Communication and Information Sharing

Communication and information sharing are very important in ensuring the safety of
patient care aimed at providing health care, providing quality health care service, and
meeting the increasing demand for health care. Therefore, healthcare providers must
communicate effectively with multidisciplinary teams, patients, and their families
(Palanisamy & Verville, 2015; Quan et al., 2013). In health, effective communication was
defined as the doctor-nurse game (Stein, 1968), which was first used in 1967. However,
difficulties in effective communication among health professionals remain (O’Daniel &
Rosenstein, 2008). The lack of effective communication causes a decrease in job
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satisfaction, wear and tear in business life, and medical errors for the nurse. In contrast, it
causes prolongation of the patient's hospital stay, delay in patient treatment, and
psychological wear on the patient. (Palanisamy & Verville, 2015).

Information-sharing behaviour can be determined by certain factors within the
organisation (Ipe, 2003). To exhibit these behaviours, the desire to share the information
acquired by the nurse within the organisational culture and to have the information obtained
by others are important factors affecting information sharing (Pai & Tsai, 2016). Therefore,
the organisation should have an organisational culture that will provide mutual interest, trust,
and openness to ensure information sharing (Al-Alawi et al., 2007). In addition, it has been
reported by Marri et al. (2019) that effective communication and information sharing among
the organisation members positively contribute to the nurses in terms of gaining creativity,
developing their specialist skills, increasing their motivation, and gaining different
perspectives.

In the health centre, care providers share all patient-related information, usually
during shift changes. In the study conducted by Coughlan et al. (2007), it was stated that
when the shift change interviews were conducted in the patient room, patients also
participated in information sharing. In this way, it was noted that communication between
different health centre stakeholders increased, and better participation was achieved.
Research has demonstrated that an organisational environment that cares about
communication and information sharing and provides effective information management is
critically important in generating creative and innovative ideas, competitive product success,
and, therefore, competitive advantage (Ouakouak & Ouedraogo, 2017; Ferreira, 2014). It
was stated by Ferreira (2014) that the development of communication and information
technology allows the flow of information in the organisational environment to increase
cooperation and interaction. On the other hand, heterogeneity among healthcare
professionals can pose difficulties in communication and information sharing. For example,
in the study by Kauppila et al. (2011), it was stated that heterogeneity between groups poses
difficulties in communication and information sharing because people with different
functions always discuss concerns, priorities, and even problems that are different from each
other. However, according to Wu et al. (2015), managers stated that even if they face
potential inefficiencies in communication and information sharing, they can maintain
communication and information sharing by creating a common communication symbol and
method.

In light of the information above, it can be said that communication and information
sharing are vital driving forces for a successful business outcome in nursing services.
Because effective communication and information sharing not only provide successful
cooperation among nurses but also has a positive relationship with service success,
organisational success, personal satisfaction, and survival (Alshawabkeh, 2020; Yang et al.,
2012; Raisch & Birkinshaw, 2008; Kotlarsky & Oshri, 2005).
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2.2. Organisational Ambidexterity

Organisational ambidexterity is the willingness of an organisation to simultaneously
navigate the market and surrounding environment (Alshawabkeh et al., 2020; Petro, 2017)
and reallocate resources and competencies to address new opportunities and threats
(O’Reilly & Tushman, 2011). Although, according to Ojha et al. (2018), organisational
ambidexterity is shown as a static process, when similar studies (Ojha et al., 2018; Brown
& Eisenhardt, 1998; March, 1991) in the literature are examined, it is seen that organisational
ambidexterity is a dynamic and sequential process. Anyway, organisational ambidexterity,
which is of great importance for the long-term success of organisations operating in an
uncertain and dynamic environment (Marri et al., 2019), is expected to be dynamic in terms
of adaptation to the environment, not static. Similarly, in the studies conducted by Fahrudi
(2018) and Raisch & Birkinshaw (2008), organisations' efficient management of current
business demands in the face of dynamic external environments and the development of
adaptability skills that enable organisations to survive are supported in terms of the
dynamism of organisational ambidexterity. In addition, in the literature (Alshawabkeh et al.,
2020; Tamayo-Torres et al., 2017; Giittel & Konlechner, 2007; Gibson & Birkinshaw, 2004),
it was stated that the concept of organisational ambidexterity should have an effective
organisational functioning related to having dynamic capabilities. According to
Alshawabkeh et al. (2020) and Gibson and Birkinshaw (2004), this is ambidextrous
organisations can cope with environmental challenges and effectively meet today's demands.
Ambidextrous organisations also can be actively familiar with environmental challenges
while adapting to their existing processes to tackle market conditions. On the other hand, in
some studies (Wasilewski, 2019; Fahrudi, 2018), organisational ambidexterity is expressed
as the ability of the organisation to make its existing knowledge effective and compatible
with new knowledge.

The continuity of innovations and discoveries is critical for organisations to maintain
organisational welfare and organisational success (Baskarada et al., 2016). Duncan (1976)
introduced the term organisational ambidexterity to the literature based on the idea that
different structures are required for innovation and discovery. In this direction, he argued
that organisations should initiate innovation and change their structures to ensure continuity
and success. Since organisational ambidexterity is important for the continuity and success
of organisations, it is seen that research on this concept has attracted attention, especially in
recent years, and has been defined by many researchers (Lis et al., 2018; Wasilewski, 2019).
In this context, it can be said that organisational ambidexterity expresses both innovation
(Wasilewski, 2019; Ekambaram et al., 2018; Fahrudi, 2018; Lis et al., 2018; Ojha et al.,
2018; Baskarada et al., 2016; Jeskey et al., 2011; Duncan, 1976) and exploratory ability of
the organisation (Wasilewski, 2019; Fahrudi, 2018; Ojha et al., 2018; Baskarada et al., 2016;
Borzillo et al., 2012). Moreover, organisational ambidexterity includes flexibility,
autonomy, and experimentation within the organisation, creating a synergistic environment
in the organisation by aiming to provide continuous improvement with efficiency and
control (Subaciute & Rao, 2019; Baskarada et al., 2016).
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When the studies of the premises of organisational ambidexterity (Ojha et al., 2018;
Linetal., 2017; Li, 2013; Kortmann, 2015) are evaluated together, it can be said that among
the building blocks of organisational ambidexterity, there are factors such as cooperation of
knowledge assets, diversity of senior management and strategic orientations in decision
making. When the studies in the literature are examined in terms of the dimensions of
organisational ambidexterity, it is seen that organisational ambidexterity has been classified
as temporal, structural, and contextual (Wasilewski, 2019; Fahrudi, 2018; O’Reilly &
Tushman, 2013; Turner& Lee-Kelley, 2013) for the last 20 years to determine how
individuals will evaluate their time between innovation and discovery activities within the
organisation. This classification can be summarised as follows:

e Temporal Ambidexterity: It refers to the adaptation of organisations to the new
process in a systematic order in the face of change (O’Reilly & Tushman, 2013).

o Structural Ambidexterity: It is the separation of individuals within the organisation
according to their field and function (Good & Michel, 2013). In the study by Marri
et al. (2019), it was stated that the structural differentiation of an organisation
through structural ambidexterity. However, it is advocated and supported to
achieve organisational ambidexterity but is criticised for its negative effect on
organisations with limited resources. Similarly, it has been stated in some studies
(Chang & Hughes, 2012; Kyriakopoulos & Moorman, 2004; Raisch &
Birkinshaw, 2008) that achieving organisational ambidexterity may depend on the
availability of sufficient resources, especially as the complexity of operations
increases.

e Contextual Ambidexterity: It refers to the combined use of both temporal and
structural ambidexterity behaviours by the organisation’s goals (Duncan, 1976;
O’Reilly & Tushman, 2013; Wasilewski, 2019).

Although mostly positive organisational results regarding organisational
ambidexterity are given in the literature, Guettel & Konlechner (2007) mentioned that
ambidextrous organisations face constant tensions due to strategic contradictions. In
addition, the difficulties of achieving organisational ambidexterity are also mentioned in the
literature. For example, according to Fahrudi (2018), achieving organisational ambidexterity
is very important for large organisations that want to provide better customer service.
However, large organisations often find it difficult to discover new learning due to the
complexity of structures and bureaucracies. Accordingly, it can be said that nurses may have
difficulty in achieving organisational ambidexterity since the institutions where nurses work
are generally large and complex organisations.

When “communication and knowledge sharing”, “organisational ambidexterity”, and
“nurse” are written in the Google Scholar database, only the research conducted by
Subaciute & Rao (2019) has been reached. When the same concepts were written in Science
Direct (2020), Sobiad (2020), and Taylor & Francis (2020) databases, no studies were found.
With the exclusion of the “Nurse” concept, 61 studies were found in the Google Scholar
(2020) database, and two studies were found in the Science Direct (2020) database.
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However, no research has been found in Sobiad’s (2020) and Taylor & Francis’s (2020)
databases. It was observed that both studies (Ojha et al., 2018; Chang & Hughes, 2012)
accessed in the SCI database also exist in the Google Scholar database. Therefore, in the
conceptualisation of this research and in examining communication and knowledge sharing
research and organisational ambidexterity research, 63 studies have formed the universe of
literature reviews. However, only relevant studies were used to achieve the purpose of the
study. When these studies are examined, no research on nurses related to “communication
and information sharing” or “organisational ambidexterity “has been encountered. This
situation reveals the originality of this research.

3. Methodology
3.1. Aim of the Research

The primary purpose of this study is to reveal whether there is a relationship between
the level of communication and information sharing and the organisational ambidexterity
level of nurses working in hospitals affiliated with universities in the TRC1 Region
(Gaziantep, Adiyaman, Kilis). The secondary objectives of the research can be listed as
follows:

a) Examining whether there is any difference between the communication and
information sharing levels in terms of the socio-demographic characteristics of the
nurses.

b) Examining whether there is any difference between the perceived organisational
ambidexterity levels in terms of the socio-demographic characteristics of the nurses.
¢) Sharing the results obtained within the scope of the research with the managers of
the university hospitals to contribute to the managers of the relevant institutions.

d) Contributing to the knowledge in the literature and future research with the
information obtained.

As aresult of the research conducted in the literature, it has been observed that similar
studies (Katou et al., 2020; Hughes et al., 2020; Yilmaz & Yildirim, 2018; Cingéz &
Akdogan, 2015; Anthoine et al., 2014; Lubatkin et al., 2006) have been conducted in both
national and foreign literature. However, Turkey's Southeast, particularly in TRC1
(Gaziantep, Adiyaman, Kilis), did not reveal a similar survey. Accordingly, it can be said
that this study is the first study conducted in the TRC1 region in terms of its subject and
study of the universe, and it shows originality in this context. In the discussion part of the
study, the findings of this research were compared with those of other studies in the
literature, and differences and similarities were emphasised. However, in different regions
of Turkey, since it is assumed to have differences in socio-demographic and cultural
variables, this study in this context must be considered a limited study.
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3.2. Sample of the Research

Nurses working in university hospitals in TRC1 Region (Gaziantep, Adiyaman,
Kilis) constitute the main population of this study. However, although Kilis province is
located in TRC1 Region, it is not included in the scope of this study since it does not have a
university hospital. Considering that there are a total of 1250 nurses, 500 in Adiyaman and
750 in Gaziantep, the sample size determined by Yazicioglu & Erdogan (2004) was taken
as a basis. Accordingly, it was aimed to reach at least 471 volunteer nurses between June
and August 2020 when the study was conducted. However, due to the intensity experienced
in the health sector due to the COVID-19 Pandemic, the total number of target samples could
not be reached. 160 volunteer nurses from Adiyaman and 158 from Gaziantep participated
in this study, which can be done online due to the Covid-19 pandemic. Therefore, the sample
size of our study consisted of 318 people. 67.5% of the targeted sample and 25.4% of the
main mass were reached.

3.3. Research Model and Hypotheses

The model below developed depending on the purpose of the research, can be
considered a predictive model for the hypothesis that nurse-perceived communication and
information sharing are related to organisational ambidexterity.

Figure: 1

When the literature is examined, it is seen that information sharing has important
effects on long-term relationships and organisational and individual performance, job
satisfaction, organisational success, and competitive advantage (Gehrke & Hasan, 2020;
Sonmez-Cakir & Adigiizel, 2020; Ji & Zou, 2017; Harsono, 2016; Tong et al., 2013; Im &
Rai, 2008). In addition, in the study conducted by Al-Shawabkeh (2018), which is very
similar to this research, it was revealed that knowledge sharing has a mediating role in
organisational ambidexterity. Similarly, in the study conducted by Aamir et al. (2021), it
was determined that the effect of knowledge sharing on sustainable performance was
mediated by employee ambidexterity. Therefore, when all studies are evaluated together, it
can be predicted that there is a positive relationship between knowledge sharing and
organisational ambidexterity.

The main hypotheses and sub-hypotheses developed depending on the above
evaluations and previous research (Aamir et al., 2021; Gehrke & Hasan, 2020; Sénmez-
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Cakir & Adigiizel, 2020; Al-Shawabkeh, 2018; Minister etal., 2017; Ji & Zou, 2017; Vrontis
etal., 2017; Savolainen, 2017; Tan et al., 2017; Harsono, 2016; Tong et al., 2013; Im & Rai,
2008) on these issues and the purpose of this research are given below:

Main hypotheses:

1.

Hai: There is a significant relationship between nurses’ communication and
information sharing and organisational ambidexterity levels.

Hi: There is a significant difference between the communication and
information-sharing levels in terms of the socio-demographic
characteristics of the nurse.

2.1. Hi: There is a significant difference between the communication and
information-sharing levels in terms of the generation status of the nurse.

2.2. Hi: There is a significant difference between the levels of communication
and information sharing in terms of the education level of the nurse.

There is a significant difference between the organisational ambidexterity
levels in terms of the socio-demographic characteristics of the nurse.

3.1. Hy: There is a significant difference between the organisational ambidexterity
levels in terms of the generation status of the nurse.

3.2. Hi: There is a significant difference between the organisational ambidexterity
levels in terms of the education level of the nurse.

Hi: There is a significant difference between the communication and
information-sharing levels of the nurse in terms of the characteristics of
business life.

4.1. Hi: There is a significant difference between the communication and
information-sharing levels in terms of the seniority of the nurse.

4.2. Hi: There is a significant difference between the communication and
information-sharing levels regarding working style.

4.3. Hi: There is a significant difference between the communication and
information-sharing levels regarding the voluntary choice of the working unit.
4.4. H1: There is a significant difference between the communication and
information-sharing levels regarding the desire to leave the unit.

Ha: There is a significant difference between the organisational
ambidexterity levels of the nurse in terms of the characteristics of business
life.

5.1. Hi: There is a significant difference between organisational ambidexterity
levels in terms of the seniority of the nurse.

5.2. Hi: There is a significant difference between organisational ambidexterity
levels regarding working style.
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5.3. Hy: There is a significant difference between the levels of organisational
ambidexterity in terms of voluntary choice of the working unit.

5.4. Hi: There is a significant difference between organisational ambidexterity
levels regarding the desire to leave the unit.

3.4. Data Collecting

The data were collected through a questionnaire. The research questionnaire consists
of three parts and 33 questions in total. The questionnaire was sent online via “Google
Forms” to the participants' corporate e-mail addresses. The study data set was reached by
completing the online questionnaire of the participants. In the first part of the questionnaire
form, multiple choice questions were included, consisting of 11 questions, measuring the
participants' socio-demographic and business life characteristics. In determining the
generation status, one of the nurses' socio-demographic characteristics, the age ranges of the
participants were taken as the basis. The classification made by Andrea et al. (2016) was
used to define generation status by age range.

3.5. Scales

In the second and third parts of the questionnaire, the communication and information
sharing scale (10 expressions) used by Yilmaz & Yildirim (2018) in the form of a 5-point
Likert-type scale ranging from 1 “Strongly Disagree” to 5 “Strongly Agree” (10 expressions)
Cronbach's Alpha value is. Lubatkin et al. (2006), the organisational ambidexterity scale (12
expressions) Cronbach's Alpha value is 0.948. The Cronbach's alpha value of the research
was determined as 0.887. Therefore, it can be said that the scales used in the research are
highly reliable (Gottems et al., 2018; Taber, 2018; Gliem & Gliem, 2003).

3.6. Analysis of Data

The data obtained were analysed using the SPSS 22.0 package program. A standard
distribution test was conducted to determine which analyses would be applied to the data
set. The standard distribution feature was examined with the “Kolmogorov-Smirnov test”,
and it was determined that the data did not show normal distribution (p<0,01). In this context,
Mann Whitney U and Kruskal Wallis H tests, non-parametric analysis methods, were used
to test the research hypotheses.

3.7. Ethical Approval

For the study, the ethics committee approval was obtained from the Non-Invasive
Clinical Research Ethics Committee of Adiyaman University, dated 21.04.2020, and
numbered 2020 / 3-29. In addition, the voluntary principle was fulfilled by obtaining the
consent of the participants before the research.
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4. Results

Descriptive characteristics regarding gender, education, marital status, generation
status, seniority, working unit, working status, working style, and similar socio-demographic
and work-life characteristics of the nurses participating in the study are shown in the table
below.

Table: 1
Descriptive Characteristics of the Participants
Characteristics n % Characteristics n %
Male 90 | 283 Marital Married 222 | 69,8
Gender Female 228 | 71,7 Status Single 96 | 30,2
Total 318 | 100,0 Total 318 | 100,0
X 99 31,1 Continuous Daytime Work 121 | 38,1
Generation | Y 201 | 63,2 Working Continuous Night Work 23 72
Status z 18 57 Style On Duty 174 | 547
Total 318 | 100,0 Total 318 | 100,0
High school 41 12,9 Less than 5 years 112 | 35,2
Education Associate Degree 44 | 138 Seniority Between 5 and 10 years (10 years not included) 120 | 37,7
Status License 217 | 68,2 Status Between 10 and 15 years (15 years not included) 41 | 129
Master and Doctorate 16 5,0 15 years and above 45 | 14,2
Total 318 | 100,0 Total 318 | 100,0
Policlinic 10 3,1 Service (Clinic) Nurse 241 | 75,8
Service (Clinic) 237 | 745 Working Executive Nurse 36 11,3
Working | Intensive care 46 | 145 Status Private Branch Nurse 41 | 129
Unit Operating room 20 6,3 Total 318 | 100,0
Administrative Units 5 1,6 Voluntary Preference Voluntary Choice 191 | 60,1
Total 318 | 100,0 of the Working Unit Not Voluntary Choice 127 | 399
Weskly Less than 40 hours 11 35 Total 318 | 100,0
Working 40 hours 210 | 66,0 Request to Leave Request to leave 101 | 31,8
Time More than 40 hours 97 | 30,5 the Working Unit No request to leave 217 | 68,2
Total 318 | 100,0 Total 318 | 100,0

When the information given in Table 1 is evaluated together, it is seen that most of
the nurses participating in the study are female, married, and from Generation Y. Also, most
work 40 hours a week and are on duty. In addition, it can be said that most participants
worked as clinical nurses, voluntarily preferred the unit they worked in, and did not want to
leave the unit.

4.1. Testing Hypotheses

The main and sub-hypotheses of the study are tested below, respectively. Since the
data did not show a normal distribution, Spearman's rho correlation test was used to test the
relationship’s hypotheses. The Mann Whitney U and Kruskal Wallis H tests were used to
testing the hypotheses examining differences. In this study, for evaluating the general
average levels of communication and information sharing of nurses and the general average
levels of organisational ambidexterity of nurses, the value ranges in the studies conducted
by Giilliioglu (2012), and Yaman & Tekin (2010) were used. Accordingly, the general
average level of communication and information sharing of nurses is 3.26, and the general
average level of organisational ambidexterity of nurses is 2.94. Since both scores are in the
range of 2.61-3.40, it has been concluded that both the communication and information
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sharing level of nurses and their organisational ambidexterity level is at the average level;
that is, they are not high.

4.1.1. Analysis of the Relationship Between Communication and Information
Sharing and Organisational Ambidexterity Levels

The first primary hypothesis of the study, Hypothesis 1.H1, was analysed with
Spearman’s rho correlation test, and the analysis results are shown in Table 2 below.

Table: 2
Analysis of the Relationship Between Communication and Information Sharing and
Organisational Ambidexterity Levels

Spearman’s rho Correlation Test Average Communlcat_lon and Information Average C_)rganls_atlonal
Sharing Ambidexterity
Correlation -
Average Communication and Information Coefficient 1,000 210
Sharing Sig. (2-tailed) . ,000
N 318 318
Correlation 210” 1,000
Average Organisational Ambidexterit Coefficient
g€ Org 4 Sig. (2-tailed) 1000 .
N 318 318

** Correlation is significant at the 0.01 level (2-tailed).

As a result of the analysis, it was determined that there is a low-level positive linear
and significant relationship (Senthilnathan, 2019; Schober et al., 2018; Connelly, 2012)
between communication and knowledge sharing and organisational ambidexterity (r = 210
and p =0.00<0.05). Therefore, the first main hypothesis of the research was accepted as 1.H.

The study's second, third, fourth, and fifth main hypotheses and the sub-hypotheses
developed based on these main hypotheses were analysed according to the Mann Whitney
U and Kruskal Wallis H tests, respectively, below.

4.1.2. Analysis of Differences Between Communication and Information
Sharing and Organisational Ambidexterity Levels in Terms of the
Generation Status of the Nurse

Whether there is a significant difference between the communication and information
sharing and organisational ambidexterity levels in terms of the generation status of the nurse
was revealed as a result of the analysis made with the Kruskal Wallis H test.

According to the results in Table 3, it has been determined that there is a significant
difference between the communication and knowledge-sharing levels as well as the
organisational ambidexterity levels in terms of the generation status of the nurse (p=0,005
and 0,000<0,05). Accordingly, hypotheses 2.1.H; and 3.1.H: were accepted. When the
average rank values are examined, it is seen that in terms of communication and information
sharing levels, Generation Z nurses have the highest value, and Generation Y nurses have
the lowest value.
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Table: 3
Analysis of Communication and Information Sharing and Organisational
Ambidexterity Level Differences in Terms of the Generation Status of the Nurse

Generation Status N Mean Rank Chi-Square df Asymp. Sig.
X 99 168,38
- . . Y 201 149,90 "
Average Communication and Information Sharing Z 18 21792 10,423 2 ,005
Total 318
X 99 201,02
P . . Y 201 140,24 "
Average Organisational Ambidexterity Z 18 146.19 29,441 2 ,000
Total 318

On the other hand, in terms of organisational ambidexterity, it is seen that Generation
X nurses have the highest value and Generation Y nurses have the lowest value. When both
results are evaluated together, it is striking that the communication, information sharing, and
organisational ambidexterity levels of the Y-generation nurses are the lowest compared to
the other generation nurses.

4.1.3. Analysis of Differences Between Communication and Information
Sharing and Organisational Ambidexterity Levels in Terms of Nurse's
Educational Status

Whether there is a significant difference between the levels of communication and
information sharing and organisational ambidexterity in terms of the educational status of
the nurse was revealed as a result of the analysis made with the Kruskal Wallis H test.

Table: 4
Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of the Educational Status of the Nurse

Educational Status N Mean Rank | Chi-Square | df | Asymp. Sig.
High school 41 161,18
Associate Degree 44 194,72
Average Communication and Information Sharing License 217 151,27 8,446 3 ,038*
Master and Doctorate 16 169,94
Total 318
High school 41 163,61
Associate Degree 44 148,41
Average Organisational Ambidexterity License 217 164,59 5,961 3 114
Master and Doctorate 16 110,41
Total 318

According to the results in Table 4, it was determined that there is a significant
difference between the levels of communication and information sharing in terms of the
education status of the nurse (p=0,038<0,05). Accordingly, when the mean rank values are
examined, it is seen that the communication and information-sharing levels of the associate
degree graduates are the highest compared to the other nurses, while the communication and
information-sharing levels of the undergraduate nurses are the lowest compared to the other
nurses. On the other hand, it has been revealed that there is no significant difference between
the organisational ambidexterity levels in terms of the education level of the nurses
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(p=0,114>0,05). Based on these results, the 2.2.H; hypothesis was accepted. However, the
3.2.H1 hypothesis was rejected.

4.1.4. Analysis of Differences Between Communication and Information
Sharing and Organisational Ambidexterity Levels in Terms of Nurse's
Seniority

The analysis of the Kruskal Wallis H test revealed a significant difference between
the levels of communication and information sharing and organisational ambidexterity
levels regarding the seniority status of the nurse.

Table: 5
Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of Nurse's Seniority

Seniority Status (Years) N Mean Rank | Chi-Square | df | Asymp. Sig.
Less than 5 years 112 157,97
Between 5 and 10 years
(10 years not included) 120 148,79
Average Communication and Information Sharing Between 10 and 15 years 2 14798 12,132 3 ,007*
(15 years not included) !
15 years and above 45 202,37
Total 318
Less than 5 years 112 127,89
Between 5 and 10 years
(10 years not included) 120 164,75
Average Organisational Ambidexterity Between 10 and 15 years M 13922 52,530 3 ,000*
(15 years not included) '
15 years and above 45 242,66
Total 318

According to the results in Table 5, it has been determined that there is a significant
difference between the levels of communication and information sharing and the
organisational ambidexterity levels in terms of the nurse's seniority status (p=0,007 and
0,000<0,05). Accordingly, when the mean rank values are examined, it is seen that the
communication and information sharing and organisational ambidexterity levels of nurses
with 15 years and more seniority are the highest compared to other nurses. Therefore, it can
be said that the nurse’s seniority level makes a difference in the levels of communication
and information sharing and organisational ambidexterity. According to the analysis results,
hypotheses 4.1.H; and 5.1.H; were accepted.

4.1.5. Analysis of Differences Between Communication and Information
Sharing and Organisational Ambidexterity Levels in Terms of Working
Style

Whether there is a significant difference between the communication and information
sharing and organisational ambidexterity levels in terms of the working style of the nurses
participating in the study was revealed as a result of the analysis made with the Kruskal
Wallis H test.
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Table: 6
Analysis of Differences Between Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of Working Style

Working Style N Mean Rank | Chi-Square | df | Asymp. Sig.
Continuous Daytime Work 121 177,76
- . . Continuous Night Work 23 154,11 "
Average Communication and Information Sharing On Duty 172 14751 7,843 2 ,020
Total 318
Continuous Daytime Work 121 185,40
L . . Continuous Night Work 23 157,33 -
Average Organisational Ambidexterity On Duty 172 14178 16,107 2 ,000
Total 318

According to the results in Table 6, it has been observed that there is a significant
difference between the communication and information sharing levels and the organisational
ambidexterity levels in terms of the working style of the nurse (p=0,020 and 0,000<0,05).
Hence, hypotheses 4.2.H; and 5.2.H; were accepted. Accordingly, when the mean rank
values are examined, it is seen that the communication and information sharing levels and
organisational ambidexterity levels of the nurses whose working style is “continuous day”
are the highest. However, it has been determined that nurses whose working style is “on
duty” have the lowest levels of communication, information sharing, and organisational
ambidexterity.

4.1.6. Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of Voluntary Preference
of the Working Unit

Whether there is a significant difference between the communication and information
sharing and organisational ambidexterity levels in terms of the nurse's preference of the unit
he/she works in was revealed as a result of the analysis made with the Mann-Whitney U test.

Table: 7
Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of VVoluntary Preference of the

Working Unit
Voluntary Preference of the Working Unit n | Mean Rank | Mann-Whitney U y4 Asymp. Sig. (2-tailed)
Voluntary Choice 191 177,13
Average Communication and Information Sharing | Not Voluntary Choice | 127 132,98 8761,000 4,202 000
Total 318
Voluntary Choice | 191 ] 179,94
Average Organisational Ambidexterity Not Voll_Jrrg{a;Iy Choice | 127 | 3158,76 8224.000 4,867 1000

According to the results in Table 7, it has been observed that there is a significant
difference between the levels of communication and information sharing and organisational
ambidexterity levels in terms of voluntarily choosing the unit in which the nurse works (p =
0.000 and 0.000 <0.05). Hence, hypotheses 4.3.H; and 5.3.H; were accepted. According to
the mean rank values, it is seen that nurses who voluntarily choose their unit of work have

25



Kirpik, G. & Y. Cetin (2023), “Examining the Relationship Between Communication and Information Sharing
and Organisational Ambidexterity: A Study on Nurses in TRC1 Region”, Sosyoekonomi, 31(55), 11-35.

high levels of communication and information sharing, as well as organisational
ambidexterity.

4.1.7. Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of the Desire to Leave the
Unit

Whether there is a significant difference between the levels of communication and
information sharing and organisational ambidexterity in terms of the nurse's desire to leave
her/his unit was revealed as a result of the analysis made with the Mann-Whitney U test.

According to the results in Table 8, it has been determined that there is a significant
difference between the levels of communication and information sharing and organisational
ambidexterity levels in terms of the nurse's desire to leave the unit where he/she works (p =
0.000 and 0.001 <0.05). Hence, 4.4. H; and 5.4. H; hypotheses were accepted. Accordingly,
when the mean rank values are examined, it is seen that the communication and information
sharing and organisational ambidexterity levels of the nurses who do not want to leave the
unit they work in are higher than those who want to leave.

Table: 8
Analysis of Differences in Communication and Information Sharing and
Organisational Ambidexterity Levels in Terms of the Desire to Leave the Unit

Request to Leave the Working Unit N | Mean Rank | Mann-Whitney U z Asymp. Sig. (2-tailed)
Request to leave 101 126,12

Average Communication and Information Sharing | No request to leave | 217 175,04 7587,000 4,426 000
Total 318
Request to leave 101 134,71

Average Organisational Ambidexterity _II\_lgt:laquest to leave | 217 | 31lgl,[)4 8454,500 3,284 001

When the above analysis results are evaluated together, it can be said that there are
most significant differences in terms of sociodemographic characteristics and work-life
characteristics of the nurses participating in the study, according to the second, third, fourth,
and fifth main hypotheses of the study and the related sub-hypothesis results. Therefore, the
research’s second, third, fourth, and fifth main hypotheses were widely accepted.

5. Discussion

This study, in Turkey, in the TRC1 region, was conducted on nurses working in
university hospitals. The study aimed to determine the relationship between communication,
information sharing, and organisational ambidexterity levels. As a result of the Spearman
rho correlation test found a positive, significant, and linear relationship between
communication and information sharing and organisational ambidexterity levels. This result
supports the studies by Pun et al. (2020) and Zhang et al. (2011). In addition, when this study
was examined according to the working style of the participant nurses, significant
differences (p <0.020 and 0.000 <0.05) were revealed between the communication and
information sharing levels and the organisational ambidexterity levels. Accordingly, it was
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found that the communication and information sharing levels and the organisational
ambidexterity levels of the nurses who work continuously during the day are much higher
than the other nurses. It is thought that this may be due to the high seniority level of daytime
working nurses, their administrative duties, and/or their ownership of their work.

In the study conducted by Ferreira et al. (2016), it was emphasised that
communication and information sharing between nurses and patients are very important in
health care delivery. It was also reported that nurses effectively communicated with patients
on issues such as obtaining information, understanding their thoughts, and answering
questions. Thus, it was also emphasised that nurses would understand patient differences
and focus on patient-specific nursing care. However, when we look at the communication
and information-sharing levels of the nurses participating in our study, a medium level of
communication and information-sharing was found (3.26<3.41). Accordingly, as stated by
Skok & Thir (2010), the reasons for the low level of communication and information sharing
among nurses may include job security, insecurity and competition, lack of education about
information sharing, the inadequacy of the reward system, and other perceived negative
attitudes and behaviours.

Another striking finding of our study is that communication and information sharing
differ significantly according to the socio-demographic characteristics of the nurses
participating in the study (p <0.05). However, in the study by Parlayan & Dékme (2016) on
patient and nurse communication, it was reported that the socio-demographic characteristics
of nurses did not affect communication in patient evaluation. Therefore, our study findings
do not match the findings of the study conducted by Parlayan & Dokme (2016).

When the communication and information-sharing levels were examined according
to socio-demographic characteristics in our study, it was determined that there were
significant differences between different generations of nurses. The highest difference was
Generation Z's communication and information-sharing level (p <0.05). In addition, it was
determined that there were significant differences between the levels of communication and
information sharing in terms of the education levels of the nurses, and the highest difference
was at the associate's degree level (p <0.05). It is thought that the reason for the high level
of communication and information sharing of generation Z may be due to the higher usage
dominance of technological tools in communication compared to other generations.

Organisations attach importance to the sharing of information, continuous education,
professional development, and communication of their nurses and follow them continuously
(Gray & Laidlaw, 2004; Wasko & Faraj, 2005). It has been reported that effective
communication in nursing is very important in providing conscientious and high-quality
nursing care (Bramhall, 2014). The important steps of effective communication for nurse
administrators are to express their ideas sufficiently and understand the individuals they
communicate with (Whitman & Davis, 2009). In the research conducted by Hara & Hew
(2007) on nurses, it has been reported that the need to verify this information with others
who share similar information, the desire better to understand current knowledge and best
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practices in the field, the existence of a non-competitive environment, the communication
environment and the role of the manager are effective in maintaining information sharing.
In this direction, the relationship between communication and information sharing, one of
our research objectives, and organisational ambidexterity behaviours, one of the important
organisational behaviours in the organisation, was examined. A linear, positive and
significant relationship was found between communication, knowledge sharing, and
organisational ambidexterity (p<0,05). Accordingly, as the nurse's communication and
information-sharing level increases, the organisational ambidexterity level will increase, or
as the nurse's communication and information-sharing level decrease, the organisational
ambidexterity level will also decrease. Significant differences were found between the
organisational ambidexterity levels of the nurses participating in the study regarding
generation status (p<0.05). However, there were no significant differences between the
organisational ambidexterity levels of the nurses participating in the study regarding
educational status (p>0,05). It is thought that the difference between generations may be due
to reasons such as revisions in nursing education and technological developments.

When the researches about organisational ambidexterity are examined,
organisational ambidexterity is a talent (Alshawabkeh et al., 2020; Tamayo-Torres et al.,
2017; Giittel & Konlechner, 2007; Mannor, 2007; Gibson & Birkinshaw, 2004), it increases
the competitiveness of organisations and maintains their competitive advantage (Ojha et al.,
2018; Bolisani et al., 2014; O’Reilly & Tushman, 2011; Raisch & Birkinshaw, 2008), is
used in increasing and maintaining organisational performance (Ojha et al., 2018;
Boumgarden et al., 2012; Junni et al., 2013; Patel et al., 2013; Raisch & Birkinshaw, 2008;
Andersen & Nielsen, 2007), ensuring organisational success and continuity (Alshawabkeh,
2020; Marri et al., 2019; Wasilewski, 2019; Lis et al., 2018; Ouakouak & Ouedraogo, 2017;
Baskarada et al., 2016; Yang et al., 2012; Raisch & Birkinshaw, 2008; Kotlarsky & Oshri,
2005; Duncan, 1976), discovering new knowledge (Wasilewski, 2019; Fahrudi, 2018; Lis et
al., 2018; Ojha et al., 2018; Borzillo et al., 2012), and developing new products (Lis et al.,
2018; Ojha et al., 2018; Ouakouak & Ouedraogo, 2017; Wei et al., 2014), and it has been
seen to emerge as a versatile organisation concept (Lis et al., 2018) with positive effects.

In our study, organisational ambidexterity levels were examined in terms of whether
the nurses wanted to leave the unit where they worked, and it was found that the
organisational ambidexterity levels of nurses who did not want to leave the unit they worked
were found to be significantly higher than other nurses who wanted to leave (Table 8). This
result of our study is in parallel with the literature. For example, in the study conducted by
Rana & Malik (2017), it was reported that organisational ambidexterity is an important
concept in human resources management in the health sector, which is in constant change
and development processes and has a high hierarchy. In addition, in a study conducted by
Wasilewski (2019) on nursing and other healthcare managers, it was reported that
organisational ambidexterity behaviours exhibited within the organisation were a result of
the leadership characteristics of the managers and were always open to innovations.
Considering the studies conducted by Wasilewski (2019) and Rana & Malik (2017), it can
be said that nurses, who make up the majority of healthcare workers, especially in the
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hospital organisation, deal with difficult events in the workplace and also nursing leaders
can lead nurses to create a collaborative environment of synergy for innovation and thus
positive organisational outcomes can occur. In this context, organisational ambidexterity can
provide an important focus for leaders who seek positive organisational outcomes through
innovative approaches.

6. Conclusion

As a result, in this study, a significant relationship was found between
communication and information sharing of nurses, which are the cornerstones of health care
services, and organisational ambidexterity behaviour. In this direction, it can be said that
communication and information sharing can be increased to increase organisational
ambidexterity behaviour among nurses, which ensures the development of organisational
performance, service quality, harmony among nurses, and managerial skills.
Communication and information sharing between nurses and between nurses and patients
improves organisational ambidexterity behaviours and the quality of care, which is the focus
of nursing services, enhances solidarity among nurses, and increases patient satisfaction.
Therefore, it can also provide to gain highly beneficial behaviours for the organisation.

Accordingly, among nurses;

o It should be ensured that the experience, knowledge, and experience of especially
the executive nurses in the field and the senior nurses in the unit with the nurses
who are just starting or whom they think are inadequate, should be constantly
shared,

e Executive nurses should encourage the sharing of information and creating a
culture according to the needs of other health professionals and other nurses with
a multidisciplinary approach, starting with themselves,

o Executive nurses should support the creation of an innovative “I can” culture to
encourage communication and information sharing among staff in terms of
institutionalising learning,

o Foramultifaceted orientation of organisational ambidexterity, senior management
may suggest providing the necessary support to nurses.

7. Limitations

The scope of this study, only one of which is Turkey's 2nd level sub-region, is the
region TRC1. Therefore, this study is limited to Turkey's TRC1 region. In addition, this
study was limited to only the health sector as a sector, only nurses as nurses, and only
university hospitals as an institution. For this reason, research findings and results may not
be generalisable for all times, regions, or even countries where labour and organisational
opportunities and threats may differ. Moreover, another limitation is that this study is
answer-centred due to the survey used to obtain the data set. However, it was assumed that
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the nurses who answered the questions understood the questionnaire questions, in the same
way, were sincere and impartial in their answers, and also had a rational and rational attitude.
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Abstract

In recent years, there has been an increased interest in studying the importance of human
factors in occupational accidents. This study examines the relationship between safety climate and
performance indicators. The study sample consists of 195 employees working in a manufacturing
company. The analysis revealed a statistically significant positive relationship between the safety
climate and safety behaviours, one of the safety performance indicators. This study’s results can guide
relevant parties in increasing employees’ safety awareness, creating a safe working environment, and
preventing occupational accidents.
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Oz
Son yillarda is kazalarinda insan faktoriiniin 6neminin arastirilmasina ilgi artmistir. Bu ¢alisma
giivenlik iklimi ile giivenlik performansi gostergeleri arasindaki iligkiyi incelemeyi amaglamaktadir.
Aragtirmanin 6rneklemini bir imalat firmasindaki 195 ¢alisan olusturmaktadir. Yapilan analizler
sonucunda giivenlik iklimi ile giivenlik performansi gostergelerinden biri olan giivenlik davranist
arasinda istatiksel olarak anlamli pozitif bir iliski tespit edilmistir. Bu ¢aligmada elde edilen sonuglar

calisanlarin giivenlik bilincinin artirilmasi, giivenli bir ¢alisma ortaminin olusturulmasi ve is
kazalarinin 6nlenmesi konusunda ilgili taraflara rehberlik edebilir.

Anahtar Sozciikler . Is Kazalan, Giivenlik Tklimi, Giivenlik Performansi, Giivenlik
Davranist.
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1. Introduction

Occupational accidents are one of the most significant problems in today’s
workplaces. According to the International Labor Organization (ILO), approximately 2.3
million people worldwide die yearly from occupational accidents and diseases. In addition,
340 million people have occupational accidents annually, and 160 million are exposed to
negative consequences of occupational diseases (ILO, 2020).

Over many years, workplaces in Turkey have made some progress in solving the
problem of occupational accidents, but much improvement is still needed. Approximately
142,469 people died from occupational accidents and diseases between 1946 and 2005
(Yardim et al., 2007). Looking at more up-to-date statistics published by the Social Security
Institution (SGK) in Turkey, 13,876 employees lost their lives to occupational accidents
between 2009 and 2018; 422,453 occupational accidents occurred in 2019, and 1,147 people
died in these accidents (SGK, 2020).

Research focuses on the causes of occupational accidents due to their high number
around the world; studies categorise these causes as follows: unsafe environment (an item
left out in the open haphazardly, slippery floor, lack of protective devices on machines, etc.)
and unsafe behaviour (failure to comply with safety rules, failure to use personal protective
equipment, etc.) (Bilir, 2016). Although study results vary, 88% of occupational accidents
are caused by unsafe behaviours of employees, 10% by unsafe environments, and 2% by
unexpected reasons (Seo, 2005).

These rates show that employees’ unsafe behaviours play an important role in
occupational accidents. Therefore, studies focus on issues impacting employees’ unsafe
behaviours (Dodoo & Al-Samarraie, 2019). The concept of safety climate, in which the first
empirical studies were conducted in the 1980s (Zohar, 1980), is one of the key concepts
associated with the safe behaviour of employees and work accidents.

Recently, there has been an increasing interest in studies examining the relationship
between safety climate and occupational safety outcomes in Turkey. In these studies, it is
seen that the relationship between safety climate and a single performance criterion such as
safe behaviour is generally examined (Yiicebilgi¢, 2007; Sadullah & Kanten, 2009;
Yorulmaz et al., 2016; Oren & Er, 2016). In this sense, a methodologically important
contribution of the current research is using two different safety performance criteria: safe
behaviour and employee-reported near misses and work accidents.

This study examines the relationship between safety climate and performance
indicators. It will contribute to the limited literature on this subject in Turkey and guide
further studies to aid in preventing occupational accidents.

38



Dursun, S. & B. Sengiil (2023), “The Relationship Between Safety Climate and
Safety Performance Indicators: A Field Study”, Sosyoekonomi, 31(55), 37-48.

2. Theoretical Framework and Hypotheses

Safety climate is generally considered an important organisational factor in ensuring
safety within an organisation. Zohar (1980), who pioneered empirical studies on safety
climate, defines it as “a summary of molar [holistic-basic] perceptions that employees share
about their work environments... [and] a frame of reference for guiding appropriate and
adaptive task behaviours.” According to another definition, safety climate refers to the
perception of policies, procedures, and practices related to safety in a workplace (Neal &
Griffin, 2000: 69). These shared perceptions derive from several factors, including
organisational safety norms and expectations; management decision-making; and safety
practices, policies, and procedures, which together serve to convey an organisational
commitment to safety (Hahn & Murphy, 2008).

Various tools are used to measure employees’ perceptions of occupational safety,
including two scales to measure safety climate: scales with one dimension and scales with
more than one dimension. For example, Garcia et al. (2004), Dejoy et al. (2004), and Probst
& Estrada (2010) evaluate safety climate using scales with one single dimension, whereas
Neal et al. (2000), Cooper & Philips (2004), Evans et al. (2005), Wu et al. (2008), Yule et
al. (2007), Vinodkumar & Bhasi (2008), and Zhu et al. (2010) evaluate safety climate using
scales with more than one dimension.

Safety performance, another concept discussed in this study, is considered a subset
of organisational performance (Wu et al., 2008). Generally, safety performance is defined
as “actions or behaviours that individuals exhibit in almost all jobs to promote the health and
safety of workers, clients, the public, and the environment” (Burke et al., 2002). Safety
performance measurement is one of the basic components of an occupational health and
safety management system. This measurement helps organisations achieve their
occupational health and safety objectives and allows them to determine which departments
or employees perform by occupational health and safety rules and identify and improve
existing problem areas (Lingard et al., 2011). Various indicators are used to measure safety
performance (Yule, 2003):

e Company accident statistics that allow a comparison of companies with low and
high accident rates,

e Near-miss incidents and accidents reported by employees,

o Safety behaviours reported by employees,

e Determination of an employee’s safety performance rate by a manager or an
expert.

Studies on the relationship between safety climate and safety performance reveal that
positive or negative safety climate perception affects safety performance. Results of these
studies suggest that there is a positive relationship between safety climate and safety
behaviours (Neal et al., 2000; Neal & Griffin, 2000; Garcia et al., 2004; Cooper & Philips,
2004; Wu et al., 2008; Zhu et al., 2010; Lu & Yang, 2011; Kundu et al., 2015; Froko &
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Umar, 2015; Jusoh & Panatik, 2016; Al-Zubaidi & imamoglu, 2017; Hosny et al., 2017;
Boshoff etal., 2017; Lyu et al., 2018; Lee et al., 2019; Changquan et al., 2020; EImoujaddidi
& Bachir, 2020; Saedi & Majid, 2020; Yiicebilgi¢, 2007; Sadullah & Kanten, 2009;
Yorulmaz et al., 2016; Oren & Er, 2016). In addition, some studies have reported a
significant relationship between safety climate and exposure to occupational accidents or
near-miss incidents (Williamson et al., 1997; Evans et al., 2005; Hahn & Murphy, 2008;
Vinodkumar & Bhasi, 2008; Karadal & Merdan, 2017).

The main hypotheses of this study are established as follows:

Hi: There is a significant relationship between safety climate and exposure to
occupational accidents.

Hz. A significant relationship exists between safety climate and exposure to near-miss
incidents.

Hs: A significant relationship exists between safety climate and employees’ safety
behaviours.

3. Research Methodology

Under this heading is information about the research sample, data collection tools
and data analysis. The steps followed in the research are shown in Figure 1.

Figure: 1
Methodological Steps

Step 1.

Literature review on Step 2. Step 3. Step 4. Step 5.
. Developing Selection of valid Data Analyzing
safety climate and safe hypothesis and reliable tools collection the data
performance s

Before starting the research, the relationships between safety climate and safety
performance were examined. In the second step, hypotheses were developed using the
research results in the literature. In the third stage of the research, valid and reliable
measurement tools used in the relevant literature were examined, and a questionnaire was
developed. Data collection in a determined business was completed in the following research
stage. The data were analysed and reported in the last stage of the research.

3.1. Research Sample

This study, which was conducted to measure the relationship between safety climate
and safety performance, was carried out in a manufacturing company in Trabzon, Turkey.
The study sample consists of blue-collar employees in two different factories of this
company. A total of 299 employees, including 14 white-collar and 285 blue-collar, are
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employed in the company. The questionnaire used in this study was administered in line
with the purposive sampling method during one-on-one interviews with blue-collar
employees during working hours in the fourth week of October 2018 and the first week of
November 2018. An occupational safety expert from the company accompanied the
researcher during the administration of the questionnaire. The purpose and importance of
the questionnaire were explained to each employee, whereby they were informed that the
guestionnaire was not about the company and would be used for scientific research. The
questionnaire was applied to 195 blue-collar participants, excluding the cafeteria and
security staff. The return rate for the questionnaires was 100%. Four questionnaires were not
evaluated and were excluded from the study because they contained missing data. The
evaluations and analyses were carried out using a total of 191 questionnaires.

3.2. Data Collection Tools

The survey method was used to collect data within the scope of the study. The first
part of the questionnaire asks for personal information, including demographic questions
about the employee’s age, gender, marital status, education level, working years, and
working unit.

The safety climate scale, which was developed by Lingard et al. (2009), adapted into
Turkish by Tiren et al. (2014), and consists of 14 questions and two dimensions
(management perspective and rules; co-workers and safety training), was used to measure
the employee’s perception of safety climate. The management perspective and rules
dimension consist of 10 items to measure management’s opinions about occupational safety
and employees’ perceptions regarding occupational safety rules in the organisation (sample
item: “Sufficient resources are available for health and safety here”). The co-workers and
safety training dimension consist of 4 items to measure the employee’s perceptions of their
co-workers’ ideas about occupational safety and occupational safety training (sample item:
“It is important for me to work safely if | want to be respected by others on my team”). This
is a 5-point Likert-type scale (1: strongly disagree; 5: absolutely agree). As the scores
obtained from the scale increase, the perception of the safety climate increases.

This study used two tools to measure safety performance:

1. Exposure to occupational accidents and near-miss incidents: The participants were
asked whether they had had an occupational accident or experienced a near-miss incident
during work. The response to this question included only “yes” or “no” options.

2. Safety Behaviour Scale: This scale was developed by Neal et al. (2000) and
adapted into Turkish by Dursun (2012). It includes questions to evaluate the safety
behaviours of employees. The scale consists of 6 questions in total and has two different
dimensions: safety compliance and safety participation (sample item: “I use all necessary
safety equipment while 1 do my job”). This is a 5-point Likert-type scale. A higher scale
score indicates a safer behaviour level.
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3.3. Data Analysis

The data were analysed using the Statistical Product and Service Solutions (SPSS)
16.0 program. Before analysing the data, the normal distribution of the data was examined
to decide on analysis techniques. This study used skewness and kurtosis values to determine
whether the data were distributed normally. Hair et al. (2014) assume that if the skewness
and kurtosis values are between -1 and +1, the data are normally distributed.

In the normality analysis, the skewness and kurtosis values were divided by the
standard errors of skewness and kurtosis, and the data were found to be not normally
distributed. Therefore, non-parametric Mann-Whitney U and Spearman Correlation analyses
were used to evaluate the data.

4, Results

Table 1 presents the employees’ demographic characteristics, including gender,
marital status, age, education level, working year, and working unit.

Table: 1

Demographic Characteristics of the Participants
Variable Category N % Variable Category N %
Gender Male 191 100 ) 0-5 years 118 62.8
Female 0 0 Working years 6-10 years 46 245
Marital status Married 128 67.0 11 years and above 24 12.7
Single 63 33.0 Injection 30 16.0
18-30 years 63 33.2 Cutting 10 53
Age 31-44 years 94 49.5 Machine 27 14.4
45 years and above 33 17.3 Working unit Assembly 40 213
Literate 3 1.6 Packaging 39 20.7
Education level Primary school 103 53.9 Delivery 7 3.7
High school 69 36.1 Strobe 26 13.8
University 16 8.4 Other 9 4.8

All the employees are male; this may be because the manufacturing industry is
generally prone to male employment due to its characteristic structure. In addition, 67% of
the employees are married, and 33% are single. Regarding their education level, 1.6% of the
employees are literate, 53.9% are primary school graduates, 36.1% are high school
graduates, and 8.4% are university graduates; a significant portion has only a high school
degree or below. The overall low level of education may be because people working in the
manufacturing industry are usually blue-collar workers. The employees’ ages range from 21
to 54, and their mean age is 35+8.12 years. The employees’ working years vary between 1
and 15 years and the mean working years are 5+3.60 years. Finally, 16% of the participants
work in injection, 5.3% in cutting, 14.4% in the machine, 21.3% in assembly, 20.7% in
packaging, 3.7% in delivery, 13.8% in strobe, and 4.8% in other departments.

Table 2 shows the relationship between safety climate variables according to
exposure to occupational accidents in any period of working life.
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Table: 2
Difference between Participants’ Safety Climate Perceptions and Exposure to
Occupational Accidents

Occupational Accident
Scales Yes No Mann-Whitney U P
N | Mean Rank | Mean | Sd N | Mean Rank | Mean | Sd
Management’s perspective and rules 20 80.25 319 [ 110171 97.84 3.51 .96 1395.0 .178
Co-workers and safety training 20 93.60 358 [ 111171 96.25 3.61 | 1.05 1668.0 .857

Sd: Standard deviation.

Accordingly, employees who have not had an occupational accident have higher
mean perceptions of safety climate in both dimensions than those who have had an
occupational accident. However, the difference is not statistically significant (p>0.05).

Table 3 presents the relationship between safety climate perception and near-miss
incidents, another safety performance variable discussed in this study.

Table: 3
Difference between Participants’ Safety Climate Perception and Exposure to Near-
miss Incidents

Near-miss Incidents
Scales Yes No Mann- Whitney U P
N | Mean Rank | Mean | Sd N | MeanRank | Mean | Sd
Management’s perspective and rules 37 80.41 321 | .94 | 154 99.75 354 | .98 2272.0 .056
Co-workers and safety training 37 92.50 3.50 | 1.15 | 154 96.84 3.64 | 1.03 2719.5 .666

Sd: Standard deviation.

Accordingly, employees who have not had a near-miss incident have a higher mean
perception of the safety climate in both dimensions than those who have had a near-miss
incident. However, the difference is not statistically significant (p>0.05).

Table 4 shows the correlation analysis results regarding the relationship between
safety climate and safety behaviour.

Table: 4
Results of Spearman Correlation Analysis between Safety Climate and Safe
Behaviours of Employees

Sl Management’s Perspective Co-workers and Safety Safety
and Rules Safety Training Compliance Participation

Management’s perspective and rules 1

Co-workers and safety training 715** 1

Safety compliance .643** .695** 1

Safety participation .567** .625** .704** 1

**p<0.01,

Accordingly, safety compliance and participation significantly relate to safety
climate dimensions. There is a moderate positive correlation between safety compliance,
management’s perspective and rules (r = .643), and co-workers and safety training (r = .695).
There is also a moderate positive correlation between safety participation, management’s
perspective and rules (r = .567), and co-workers and safety training (r = .625).
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5. Discussion

Today, tens of thousands of people die yearly from occupational accidents despite
precautions and regulations. Therefore, it may be insufficient to consider occupational
accidents only from a technical perspective or to deal with them within legal regulations,
suggesting that the human factor should also be emphasised. Based on the impact of the
human factor, safety climate -a concept expressed as the basic perceptions shared by
employees about their workplace- is important in preventing occupational accidents.

This study examined the relationship between safety climate and safety performance
indicators. Employees who did not have near-miss incidents or occupational accidents have
higher mean scores in both safety climate dimensions than those who had a near-miss
incident or occupational accident. Still, this difference is statistically insignificant (p>0.05).
Williamson et al. (1997) examined the effect of safety climate on occupational accidents and
perception of workplace danger. They determined significant differences in positive safety
practices, risk justifications, and optimism levels among those who were exposed to
occupational accidents and those who were not. They found no significant difference
between them in terms of fatalism and personal motivation for safety.

As a result of the correlation analysis conducted to determine the relationship
between the dimensions of safety climate and safety compliance, a significant positive
relationship was found between safety compliance and both dimensions of safety climate
(p<0.01). In their study with workers in the construction industry, Lyu et al. (2018) examined
the effect of safety climate on employees’ safety behaviours. They found a positive
relationship between the perceptions of construction workers about safety climate and their
safety compliance levels. In their study with hospital staff, Neal et al. (2000) concluded that
safety climate directly affects employees’ compliance with safety behaviours. These results
are similar to those of other studies in the literature.

According to the correlation analysis results regarding the relationship between
dimensions of safety climate and safety participation, there is a significant relationship
between safety participation and both dimensions of safety climate (p<0.01). Froko & Umar
(2015) found a significant relationship between the control practices dimension of safety
climate and safety participation in their studies with mine workers. In addition, in their study
with workers from the manufacturing and mining industries, Neal & Griffin (2000) have
concluded that safety climate directly affects safety performance (safety compliance and
safety participation).

6. Theoretical and Practical Implications

The current research examines the relationships between safety climate and safety
performance. Studies in this area have examined the relationship between a safe climate and
the safe behaviour of employees. Although safe behaviour is an important occupational
safety performance criterion, it is seen that there are different performance criteria in the
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measurement of safety performance (Yule, 2003). The current research contributes to the
literature examining the relationship between safety climate and multiple performance
criteria, such as safe behaviour and near-miss incidents and occupational accidents that
employees are exposed to. As a result, the variables discussed in the research contribute to
the theories to be developed in the field of occupational safety.

This research also has practical implications for occupational safety experts and
occupational safety managers working in the sector. The results of the study show that the
behaviours of the employees related to occupational safety are related to the safety climates
of the organisations. In this sense, managers and experts need to improve the security climate
of their institutions for employees to exhibit safer behaviours while doing their jobs. In
addition, the research results have important implications for policymakers working in the
field of occupational safety. To prevent social and economic losses caused by occupational
accidents, it is seen that it is important to improve the perceptions of employees about
occupational safety in studies to be carried out at the country or sector level.

7. Limitations and Future Research Directions

This study has some limitations. First, because the survey was conducted only in a
company in the manufacturing sector, its results cannot be generalised to all industries. In
addition, the study was conducted only in the province of Trabzon. It included only blue-
collar workers, among whom there were no female participants. Moreover, only the study's
survey method was used as a data collection tool. Another limitation is that only male
employees participated in the survey. Including female participants in different studies will
reveal gender differences in the perception of occupational safety. Finally, a vital research
limitation is the correlation analysis between safe climate and safe behaviour only. While
correlation analysis gives information about a relationship between variables, it does not
show a cause-effect relationship between variables.

Researchers who want to study this subject in the future can obtain more detailed
information by including people working in different provinces and sectors within the scope
of their studies. They can form a sampling group by including both female and male
employees. Similarly, they can obtain more effective results by increasing the sample size if
they want to use the survey method. In addition, they can use qualitative methods such as
interviews and focus group interviews as data collection tools and thus can address the
subject from different angles.

8. Conclusion

Occupational accidents are one of the important problems of today's working life. As
a result of work accidents, millions of employees lose their lives or become temporarily and
permanently disabled, causing significant economic losses. The research results show that a
safe climate is important in creating a healthy and safe working environment. These results
indicate that it is important to develop the perceptions and attitudes of the employees in the
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arrangements to be made to prevent occupational accidents. This is important to prevent
significant human and economic losses that occupational accidents may cause.

Consequently, regulations, activities, and investments aimed at ensuring
occupational health and safety within the organisation, rather than being considered a cost
factor, should be deemed a process that will contribute to the realisation of organisational
goals and objectives, increase profit margins in the long term, have a positive effect on the
corporate reputation in front of the public, and increase the employees’ organisational
commitment, job satisfaction, and work performance.
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Oz

Bu c¢alismanin amaci, 2003-2018 doneminde Tiirk bankacilik sektoriinde Kkredi riskini
etkileyen igsel ve digsal faktorleri arastirmaktir. Diger ¢aligmalardan farkli olarak, mevcut ¢alisma
makroekonomik faktorlerin kredi riski tizerindeki etkisini dinamik bir ¢ergeve iginde 6lgmek igin
heterojenlik ve Kkesit bagimlihgmi dikkate alan Genisletilmis Ortalama Grup tahmincisi
kullanmaktadir. Bulgular hem ig¢sel hem de digsal faktorlerin kredi riskini etkiledigini ve bu faktorlerin
etkisinin sahiplik yapisina gore 6nemli 6l¢iide degistigini gostermektedir. Bu sonuglar, Tiirk bankacilik

sektoriinde sahiplik yapist g6z Oniine alinmadan yapilan diizenlemelerin tim sektor igin uygun
olmayacagini ve dolayistyla kredi riski yonetiminin gézden gegirilmesi gerektigini gostermektedir.

Anahtar Sozciikler : Kredi Riski, Tiirk Bankacilik Sektorii, Sahiplik Yapisi, Panel Veri,
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1. Introduction

Banks, like other commercial institutions operating in a particular market, are subject
to several risks. However, three distinctive features distinguish banks from others. First,
banks are leveraged institutions, so a market problem has more devastating effects on banks.
In other words, equity capital is a tool that prevents adverse shocks from ending in
bankruptcy. Given the lowest capital ratio, even small shocks can cause banks to fail (Gavin
& Hausmann, 1996: 31). Although banks are not at the centre of the Coronavirus Pandemic,
for instance, the banking sector has been the most affected sector by the pandemic, and share
prices fell sharply with the expectation of a significant increase in credit risk compared to
the broad market. Second, a problem in the banking sector might rapidly spread throughout
the economy due to the spillover effects. The global financial crisis, for example, has
provided clear evidence of the spillover effect at the national or international level. Last but
not least, bank managers tend to hold more risky portfolios in the interest of shareholders
because shareholders benefit more from positive outcomes. At the same time, the cost of
negative consequences is shared with the depositors and borrowers. Therefore, regulatory
authorities are expected to emphasise banks’ risk excessively.

Banks are exposed to several risks in the course of their operations. Banks’ main risks
are categorised under three groups: credit risk, market risk, and operational risk (Yuksel,
2017: 406). Credit risk addresses the losses from the borrowers’ failure to fulfil their
obligation to the bank. Market risk explains the risk arising from macroeconomic
fluctuations. Finally, operational risk indicates the losses resulting from the banks’
operational failures. These risks are not independent of each other. For instance, market risk
may affect credit risk since a change in market conditions also impacts borrowers’ solvency.
Similarly, an operational problem may lead to a mis-selection allowing ineligible borrowers
to qualify for loans, increasing credit risk. Therefore, among these risk categories, credit risk
seems to be the primary driver of bank risk (Jiménez et al., 2013: 188). Reinhart and Rogoff
(2011: 1680) address significant increases in nonperforming loans as a reliable indicator of
the banking crisis. Gonzalez-Hermosillo (1999: 12) also finds that higher nonperforming
loans and lower capital equity are associated with a higher probability of bank failure.

Despite well-documented literature on developed countries, the number of studies
looking into the determinants of credit risk in developing economies is relatively limited.
Theoretically, developed economies differ from developing ones in several aspects. For
instance, developed economies have high legal regulations and institutions that reduce moral
hazard and adverse selection problems. Besides, developed economies have more stable
economic conditions, so households and businesses have consistent incomes and are less
likely to default. Given these differences, understanding the dynamics of credit risk in a
developing economy context would be informative for management and policy-making
decisions. Departing from this motivation, the current study explores the internal (bank-
specific) and external (macroeconomic) determinants of credit risk in the Turkish banking
sector. Investigating what drives credit risk in Turkish banking is significant for three
reasons. First, the Turkish financial system is a bank-based financial system. As of 2018, the
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share of bank assets in the Turkish financial system is 83% (The Banks Association of
Turkey, 2019). Given this high share, banking distress may result in a crisis through the
spillover effect. Second, developing economies are more prone to crises compared to
developed economies. For instance, Turkey has suffered several crises (the currency crisis
in 1994 and the banking crisis in 2000 and 2001) over the past decades. Third, and more
importantly, the credit volume increased rapidly in the Turkish banking sector from 2003-
2018, when nonperforming loans also followed an upward trend (see, Figure 1).

Figure: 1
Total Loans and Nonperforming Loans in Turkey

Total Loans (Billion Turkish Liras) Nonperforming Loans (Billion Turkish Liras)

201020112012 2013 2014 2015 2016 2017 2018 ‘ 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Source: Turkish Banking Regulation and Supervision Agency (2021).

This study contributes to the existing literature on two fronts. First, even though
several studies analysed the determinants of credit risk in the context of the Turkish banking
sector (Ersoy, 2021; Yuksel, 2017, Us, 2017; Demirel, 2016; Isik & Bolat, 2016; Kasman &
Kasman, 2015; Vatansever & Hepsen, 2013; among others), these studies did not consider
ownership structure, except Us (2017). However, bank-owners impact various bank-related
decisions (objectives, lending behaviours, business models, and productivity, among others).
State-owned banks, for example, have broader objectives than private banks. Therefore,
state-owned banks tend to finance projects that support economic growth, even if they do
not generate a high return, while private banks are unwilling to finance such projects. The
lending behaviour of state banks is countercyclical, while private banks adopt procyclical
lending policies (Colak & Senol, 2021; Hamid, 2020; Bertay et al., 2015; Brei & Schlarek,
2013;). Itis also widely accepted that state banks tend to allocate credit in line with political
interest (Boateng et al., 2019; Dinc, 2005; La Porta et al., 2002). Similarly, domestic banks
tend to finance opaque but profitable customers, while foreign banks are willing to cherry-
pick the more transparent and the less risky opportunities (Beck & Martinez Pierra, 2008;
Detragiache et al., 2008). In addition to different financing policies, banks also differ from
each other in terms of efficiency. Bonin et al. (2005a, 2005b) show that foreign-owned banks
in transition economies are better cost-efficient than other banks!. Given the divergent

L In the case of Turkey, a bulk of studies supports the finding that foreign banks surpass their domestic peer in

term of efficiency (Isik & Hasan, 2003; Isik & Hasan, 2002). In addition, several studies in the literature have
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characteristics of banks, we analyse whether the dynamics of credit risk differ across banks
with various ownership structures. Our study differs from Us (2017) in two ways. First, this
study provides fresh evidence on the dynamics of credit risk between 2003 and 2018,
whereas Us (2017) focuses on the period 2002-2013. Second, instead of a standard panel
regression analysis, we use a time series estimator, i.e., an Augmented Mean Group (AMG)
estimator, which is robust to heterogeneity and cross-sectional dependence. Notice that
previous literature on this issue imposes slope coefficients to be constant across panel groups
and does not consider possible cross-sectional dependence, both of which are likely to
produce inconsistent and biased results?.

The remainder of the study is organised as follows. The next section provides a
literature review, Section 3 introduces data and the econometric model, Section 4 presents
the econometric methodology and empirical findings, and Section 5 discusses policy
implications and concluding remarks.

2. Literature Review

Since credit risk seems to be associated with bank failure, the number of researches
that explores the determinants of credit risk has increased rapidly, especially soon after the
global financial crisis. One set of studies focuses on external determinants of credit risk, with
the view that macroeconomic factors affect the financial solvency of borrowers. Using the
Logit model, Ali and Daly (2010) investigate whether factors affecting credit risk are similar
for Australia and the USA and report that the same macroeconomic variables have a different
impact on default rates for these economies. Nkusu (2011) explores the macroeconomic
determinants of NPLs for the 26 advanced economies using panel VAR analysis and finds
that adverse macroeconomic conditions increase credit risk. Beck et al. (2013) examine the
external determinants of NPLs across 75 economies using dynamic GMM analysis. The
results reveal that real growth, lending interest rate and exchange rate stock prices impact
credit risk. Castro (2013) investigates the macroeconomic determinants of credit risk for
Greece, Ireland, Portugal, Spain and Italy by using dynamic GMM analysis and reports that
an increase in GDP growth and real exchange rate leads to lower credit risk, whereas a
decrease in the unemployment rate, interest rate, credit growth, stock price index and
housing price index reduces credit risk. He also reveals that the global financial crisis causes
a notable increase in credit risk.

The second set of studies addresses external and bank-specific variables in explaining
credit risk since macroeconomic variables do not fully explain the variation of NPLs among
banks in the same market. However, a significant number of these studies have focused on
high-income economies. Keeton and Morris (1987), for instance, investigate the causes of
loan loss variation for approximately 2500 banks in the US. Regression results show that

found that state banks are less efficient than private and foreign banks (Burki & Niazi, 2010, Di Patti & Hardy,
2005, Bonin et al., 2005a; Mercan et al., 2003).

2 See the literature section for further review.
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local economic conditions account for a significant variance. The results also reveal that the
risk-taking behaviour of banks affects loan loss. Using a fixed effects estimator and dynamic
GMM, Ghosh (2015) examines the determinants of credit risk for the US and incorporates
the regional macroeconomic and bank-specific variables. The empirical findings show that
higher capitalisations, liquidity risk, lower credit quality and cost inefficiency increase credit
risk in US banks, whereas credit risk decreases with profitability. In the case of the regional
variables, inflation, unemployment and public debt trigger credit risk, while real GDP,
personal income growth and changing housing prices decrease NPLs. Louzis et al. (2012)
examine the determinants of loan loss in the Greek banking sector for various loan
categories. The dynamic GMM results demonstrate that all loan categories’ macroeconomic
conditions and management quality influence NPLs. Salas and Saurina (2002) analyse the
determinants of credit risk in the Spanish context using dynamic GMM analysis and find
that macroeconomic and bank-specific variables impact credit risk. Using panel OLS
regressions, Ahmad and Ariff (2008) investigate the bank-specific determinants of credit
risk for developed and developing economies. The results reveal that regulatory capital is
essential for banks providing several services, while management quality is critical for loan-
dominant banks in developing economies. Klein (2013) investigates the impact of
macroeconomic and bank-specific factors on credit risk in sixteen European countries using
fixed effects and GMM estimators. The results show that macroeconomic and bank-specific
variables affect credit risk, with a dominant role of the former variables. Chaibi and Ftiti
(2015) examine whether the drivers of credit risk vary between bank-based (Germany) and
market-based (France) financial systems. The dynamic GMM results show that
macroeconomic variables affect NPLs in both financial systems, except for the inflation rate.
The results also indicate that bank-specific variables have a more dominant impact on French
commercial banks than on German banks.

Several studies analyse the dynamics of non-performing loans in Turkey; some only
address macroeconomic factors, while others consider bank-specific and macroeconomic
variables. Yurdakul (2014), for instance, investigates the impact of macroeconomic factors
on the credit risk of Turkish banks adopting the General-to-Specific Modelling, Engle-
Granger (1987) and Gregory-Hansen (1996) methods and finds that economic growth rate
and market index decrease nonperforming loans ratio while money supply, foreign exchange
rate, unemployment rate, inflation rate, and interest rate increase credit risk. Demirel (2016)
also investigates drivers of loan loss, focusing on macroeconomic factors such as growth
rate, volatility, 2-year bond yields in the U.S, industrial production, credit growth, current
account deficit, and exchange rate and finds that shocks originating from the stock market
have the most power to explain the changes in NPLs, followed by volatility and 2-year bond
yields in the US. Ersoy (2021) considers bank-specific and macroeconomic factors in
analysing determinants of credit risk. Using pooled OLS, the fixed effects and the system
GMM, he reports that capital adequacy ratio and economic growth decrease the
nonperforming ratio, whereas operating efficiency, income diversification, lagged
nonperforming loans, and inflation increase loan loss. Yuksel (2017) analyses the
determinants of credit risk for the Turkish banking sector using the Probit model and reports
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that a decrease in the industrial production index is the most significant determinant of NPLs.
Isik and Bolat (2016) provide that among bank-specific variables, capital and loan loss
provisions increase credit risk, whereas profitability and revenue diversification decreases
loan loss, and economic growth is the only macroeconomic variable that has a negative
impact on credit risk. Vatansever and Hepsen (2013) also find that industrial production,
market index, and inefficiency ratio adversely affect nonperforming loans, while the
unemployment rate, return on equity and capital adequacy ratio positively affect the NPL
ratio.

Only a few studies consider the ownership structure in analysing the dynamics of
credit risk. Gulati et al. (2019) investigate whether credit risk determinants vary by
ownership structure in the Indian banking context using the system-GMM approach. The
findings show that lower profitability, higher business diversification, larger size and higher
bank concentration increase NPLs. Regarding the ownership type, bank-specific factors
have a more dominant impact on NPLs for state-owned banks, while macroeconomic and
industry-specific factors have a significant effect on credit risk for private and foreign banks.
In the case of Turkey, Us (2017) analyses the impact of the global financial crisis on the
determinants of credit risk from 2002Q4 to 2013Q3, considering ownership breakdown and
revealing that crisis affects loan loss dynamics asymmetrically across banks. In particular,
the bank-specific determinants (such as loan size, inefficiency, bank size, and bank
dispersion) have a more significant impact on nonperforming loans in the pre-crisis period
compared to the post-crisis period, and the effect of these determinants differ across
ownership strata while macroeconomic and policy-related factors have an almost similar
impact on banks.

Overall, there is well-documented literature on the determinants of credit risk.
However, we still need to learn more about whether ownership structure matters in
explaining the dynamics of credit risk. In addition, previous literature employs homogeneous
panel estimation techniques in which cross-sectional dependence is not considered.

3. Model and Data

The paper aims to determine credit risk drivers in the Turkish banking sector. Risk,
in classical terms, reflects the variation in the distribution of expected results and is measured
by the variance of the probability distribution of possible outcomes associated with a given
alternative. Accordingly, the risky option is where the deviation in the possible results is
significant. The managerial perspective, however, emphasises negative outcomes more than
the distribution of possible outcomes (March & Shapira, 1987: 1407). From the classical
perspective, the risky alternative has a wide variety of potential consequences, while
according to the latter view, a risky option is the one with a higher probability of bad results.

The empirical model is formulated as a dynamic panel model of credit risk. To
determine what drives credit risk for Turkish commercial banks, we address two groups of
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variables: bank-specific and macroeconomic variables. The first group of variables
represents internal determinants of credit risk.

Adopting a managerial perspective, the study utilises loan loss, namely the
nonperforming loans, to the total gross loans ratio, as a measure of credit risk. In line with
the current literature, we address four bank-specific variables to explore the internal
determinants of credit risk. Profitability is the first bank-specific variable. The franchise
value paradigm asserts that banks with high profitability avoid excessive risk-taking because
banks have too much to lose if a risky project they undertake ends up in bankruptcy (Demsetz
et al., 1996: 4). Based on the franchise value view, a negative relationship is expected
between profitability and NPLs. On the other hand, the model proposed by Rajan (1994:
401) implies a positive relationship between profitability and loan loss. According to the
model, bank management aims to enrich the market reputation of the bank by adopting a
liberal credit policy. However, liberal credit policy causes credit quality problems in the long
run, even though it increases current profits. Therefore, there is no clear expectation
regarding the nexus between profitability and NPLs. Profitability (roa) is represented by net
profit on assets.

Cost (in)efficiency is the second variable considered an internal determinant of credit
risk. As with profitability, the nexus between cost-efficiency and NPLs is multifaceted. On
the one side, Bad luck and bad management hypotheses formulated by Berger and DeYoung
(1997) argue that cost-efficiency is negatively related to loan loss. According to the bad luck
view, growing credit problems force banks to devote more resources to monitoring
borrowers, and additional resources allocated to monitoring activities reduce cost efficiency.
Under the bad management view, cost-efficiency is an indicator that reflects management
skills, so low cost-efficiency seems to be a signal for poor management, thereby, higher
credit risk. In sum, the bad management hypothesis argues that low cost-efficiency causes
higher credit problems, whereas the bad luck hypothesis supposes that higher NPLs cause
low cost-efficiency. On the other hand, the skimping hypothesis formulated by Berger and
DeYoung (1997) supposes that cost-efficiency is positively associated with credit risk. This
view argues that the number of resources devoted to monitoring activities affects both cost
efficiency and credit risk, implying that banks should balance short-term operating costs and
future credit problems. Banks can increase cost-efficiency in the short run by reducing
resources allocated to monitoring activities; however, cutting resources may result in
problems in the long run. Cost efficiency (ic) is measured by total income as a share of total
costs.

Credit size is another potential determinant of NPLs. One of the goals of banks is to
increase their market share. Banks generally reduce interest rates and ease credit terms to
achieve this goal. However, easing credit terms lead to higher credit problems (Gulati et al.,
2019: 51). Besides, it will be difficult for a bank with a large-scale loan portfolio to monitor
borrowers. Therefore, a more extensive loan portfolio is expected to result in a higher
probability of loan default (Ahmad & Ariff, 2008: 139). On the other hand, a larger credit
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size enables banks to diversify their loan portfolio and, thus, makes them less exposed to
credit risk. Credit size (Id) is measured by total loans to total deposits.

Bank size is the last bank-specific determinant of credit risk. The empirical literature
provides conflicting views regarding bank size and credit risk nexus. According to Louzis
et al. (2012: 1015)’s diversification hypothesis, bigger banks have more diversification
opportunities and are less exposed to credit risk. Besides, they can better control NPLs by
adopting a better risk management system (Gulati et al., 2019: 51; Zribi & Boujelbéne, 2011:
72). Too big to fail paradigm, on the other hand, asserts a positive association regarding the
relationship above. This paradigm propounds that governments protect bank creditors,
especially the large bank creditors; therefore, creditors who expect government protection
impose less discipline on banks (Stern and Feldman, 2004: 12-13). Consequently, bigger
banks that face less market discipline will tend to take more risks and increase lending to
lower-quality borrowers, thereby having more trouble loans (Chaibi & Ftiti, 2015: 5). Bank
size (Inta) is the natural logarithms of total assets.

Equation (1) describes credit risk (npl) as a function of profitability (roa), cost-
efficiency (ic), credit size (Id), and bank size (Inta):

nply = Punplic—1 + Bairoay + Bziiciy + Baildye + Bsilnta+ d_crisis, +v; + & 1)

where i indicates the banks (i = 1,....,N); t shows the period (t =1,.....,T); vi represents the
bank-specific effects, and &i; is the residuals. Note that a crisis dummy (d_crisis) is also
included to explore the impact of the 2008 global financial crisis on credit risk. Note that
empirical results reported under Model-A correspond to the slope coefficients described in
equation (1).

The second group of variables represents external determinants of credit risk because
macroeconomic conditions affect borrowers’ debt repayment capacity. Even though
previous studies employ a different set of variables, key macroeconomic performance
indicators such as economic growth, unemployment, and inflation are the standard variables
used in these studies (Gulati et al., 2019; Yuksel, 2017; Chaibi & Ftiti, 2015; Castro, 2013;
Nkusu, 2011; among others). In line with the literature, we employ three commonly used
macroeconomic variables. Economic growth is the first macroeconomic variable that may
impact credit risk. The negative association between economic growth and loan loss is
common among existing studies (Ghosh, 2015; Klein, 2013; Nkusu, 2011; Espinoza &
Prasad, 2010). Similarly, we expect a negative relationship between economic growth and
NPLs. Economic growth (eg) is proxied by the annual change of real GDP per capita.

Unemployment is the second external determinant of credit risk. Higher
unemployment causes a deterioration in the borrowers’ future income and negatively affects
their repayment capacity (Rinaldi & Sanchis-Arellano, 2006: 24). Therefore, we expect a
positive relationship between unemployment and loan loss. Unemployment (unemp) is
measured by the unemployed population as a share of the total labour force.

56



Yagli, 1. & M. Topcu (2023), “Determinants of Credit Risk in the Turkish
Banking Sector: Does Ownership Matter?”, Sosyoekonomi, 31(55), 49-67.

The last macroeconomic variable used in the study is inflation. Unlike the previous
macroeconomic variables, the relationship between inflation and NPLs is ambiguous.
Inflation deteriorates the real value of outstanding loans and, therefore, enhances the debt
repayment capacity of borrowers. Based on this view, we expect an increase in the inflation
rate results in lower NPLs. On the other hand, when the wages are sticky, higher inflation
increases credit risk since it reduces the real income of borrowers. Besides, higher inflation
may increase nominal interest rates, causing an increase in the cost of borrowing. Inflation
(inf) is represented by the annual percentage change in consumer prices. Data were retrieved
from the Banks Association of Turkey except for the macroeconomic indicators obtained
from the World Development Indicators database (World Bank, 2021). Note that empirical
results reported under Model-B, -C and -D corresponds to the slope coefficients described
in equation (2), (3) and (4), respectively.

nplyy = @ynplic_q + @2i70a; + @3ici + Paildy + @siIntag+@gege + @7d_crisis, +
Vi + & 2

nplyy = 0inpli_1 + 0;70a; + O3;iciy + 04;ld; + Osiinta;+0g,unemp, +
0,;d_crisis; +v; + & ?3)

nplyy = y1nplic—1 + v2iroais + vaiicye + Vagldy + vsilntag+yeinfy + y7id_crisis, +
Vi + & Q)]

where v;i represents the bank-specific effects and e is the residuals. Notice that
macroeconomic factors incorporated to the baseline model are individual-invariant.

Annual data on credit risk, profitability, cost-efficiency, bank size, and
macroeconomic indicators were obtained for the period 2003-2018 for 22 deposit banks
operating in Turkey®. The list of banks in our analysis includes the following: Akbank,
Alternatif Bank, Anadolubank, Arab Turkish (A&T) Bank, Burgan Bank, Citibank,
Denizbank, Fibabanka, Garanti BBVA, Halkbank, HSBC Bank, ICBC Turkey, ING Bank,
Is Bank, QNB Finansbank, Sekerbank, Turkishbank, Turkish Economy Bank (TEB),
Turklandbank (T-Bank), Vakifbank, Yap1 Kredi Bank and Ziraat Bank*®.

Panel A of Table 1 presents the descriptive statistics. Notice that the profitability
variable has the lowest mean values, indicating the challenges for bank profitability
operating in Turkey. Notice also that the variable with the highest standard deviation is credit
size, followed by cost efficiency. Conversely, Panel B of Table 1 shows the correlation
matrix among the variables. Notice that correlation between bank-related variables and
credit risk is invariably negative. The credit risk variable shows the highest correlation with
the credit size variable and the lowest correlation with the cost-efficiency variable. Notice

Because of the reshaping structure of the Turkish banking system after the banking crisis experienced in 2001,
the analysis period started in 2003.

Due to changing ownership structure over the sample period, the list of banks is not provided by ownership.
Cross-section dimension of the panel data is applied to comprise as many observations as possible.
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also that the highest correlation among the variables is between profitability and cost-
efficiency, which is fairly high compared to other correlation coefficients.

Table: 1

Panel A. Descriptive Statistics

npl roa ic Id Inta
Mean 4.62 1.29 135.56 91.97 9.64
Max. 48.59 5.27 304.55 332.16 13.19
Min. 0.01 -17.61 34.64 4.85 4.63
Std. Dev. 5.18 1.66 23.20 33.26 1.86
Obs. 352 352 352 352 352

Panel B. Correlation Matrix

npl roa ic Id Inta

npl 1.000
roa -0.073 1.000
ic -0.012 0.596 1.000
Id -0.245 0.001 -0.030 1.000
Inta -0.044 0.291 0.387 0.148 1.000

Given the unit-invariant structure, macroeconomic variables are not reported.

4. Methodology and Findings

Sarafidis and Wansbeek (2012) emphasise that one crucial issue in panel data
analysis is the assumption that the cross-sections are interdependent. Parameter estimations
with cross-sectional dependence might provide biased and inconsistent results. We initially
employed the cross-sectional dependence (CD) test proposed by Pesaran (2004) to examine
this possibility. The results reported in Table 2 strongly support cross-sectional dependence
in each series.

Table: 2
Cross-Sectional Dependence Test
Variable CD-test
npl 24.25°
roa 18.99%
ic 13.48%
Id 39.872
Inta 62.072

Significance at 1% level “a”.

A wide range of studies assumes that slope coefficients are homogeneous. However,
ignoring slope heterogeneity will likely lead to biased results (Pesaran & Smith, 1995).
Various estimation techniques can be utilised to test whether slope coefficients are
homogeneous or heterogeneous. Table 3 reports the results of the slope homogeneity test
proposed by Pesaran and Yamagata (2008). The null hypothesis of homogeneity is rejected
for each model, indicating that slope coefficients are not identical across cross-sections.
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Table: 3
Homogeneity Test
Model Adj. Delta
Model-A 2.802%
Model-B 3.3472
Model-C 1.695¢
Model-D 2.438°

Significance levels at the 1% level “a”, 5% level “6”, and 10% level “c”.

Having found the existence of cross-section dependence, unit root tests that do not
consider possible cross-section dependence, i.e., first-generation tests, are likely to produce
biased results. Therefore, we employ Pesaran’s (2007) CIPS test, which considers cross-
sectional dependence in the residuals®. Considering the possible breaks, we further use the
KT test, allowing for a structural break developed by Karavias and Tzavalis (2014). Table 4
reports the findings of the unit root test. Empirical results from both tests reveal that variables
do not contain unit root except for Id and Inta.

Table: 4
Unit Root Test
Variable CIPS ACIPS KT AKT IPS
npl -4.4202 -13.4392
roa -2.906% -19.9772
ic -2.3220 -8.6012
Id 0.667 -10.9272 -0.151 -7.305%
Inta -1.237 -8.8882 0.182 -5.1132
eg -4.510%
unemp -3.617°
inf -5.0772

A signifies the first difference.

CIPS test is estimated with one lag.

Cross-section results are reported in the IPS test.

Maximum lag length is determined considering the SIC in the IPS procedure.
Significance levels at the 1% level “a” and 5% level “b".

Given the presence of cross-sectional dependence and heterogeneity, slope
coefficients should be estimated using a technique robust to cross-section dependence and
heterogeneity. We, therefore, employ the Augmented Mean Group (AMG) estimator.

Table 5 presents the results of the AMG estimator. Model-A is the baseline model,
which does not include a macroeconomic indicator, whereas Models B-D incorporates
macroeconomic indicators. For each model, the lagged credit risk variable is positive and
statistically significant at the 1% level, proving that credit risk in the current year is
permanently affected by credit risk in the previous year. This result is similar to Ersoy's
(2021) and Chaibi and Ftiti (2015) results. Parallel to Ghosh (2015) and Vatansever and
Hepsen (2013), we find that profitability has a negative and statistically significant impact
on credit risk across all models except Model-D. A 1% increase in profitability decreases
credit risk by around 0,429-0,588%. Consistent with Ersoy (2021), the cost-efficiency
variable is positive and statistically significant across all models in which the magnitude

8 Unlike bank-specific variables, we follow IPS procedure for individual-invariant variables, including inflation,

unemployment, and economic growth.
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varies between 0,030 and 0,055%. Except for Model-D, we also find a negative and
statistically significant impact of credit size on credit risk. A 1% increase in credit size
decreases credit risk by around 0,015-0,021%. In the case of bank size, we estimate a
negative and statistically significant impact of bank size on credit risk, confirming the
findings of Salas and Saurina (2002) but contradicting Gulati et al. (2019). A 1% increase in
bank size decreases credit risk by around 0,030-0,047. Despite the positive estimated
coefficients across all models, we find that the impact of the global financial crisis on credit
risk is statistically significant in Model-B and Model-C. Given the effects of macroeconomic
indicators on credit risk, the only significant impact comes from Model-C. Unemployment
is positive and statistically significant at the 1% level. A 1% increase in unemployment
increases credit risk by 0,312%, whereas inflation and growth do not have a statistically
significant impact. This result supports the findings of Yurdakul and Vatansever, and
Hepsen (2013).

Table 5
Parameter Estimations
Variable Model-A Model-B Model-C Model-D
npl(-1) 0.419% 0.438% 0.439% 0.449*
roa -0.583° -0.429° -0.588% -0.232
ic 0.055% 0.042° 0.0472 0.030°
Id -0.021° -0.0192 -0.015° -0.003
Inta. -4.7382 -4.1132 -4.1982 -3.0432
eg 0.028
unemp 0.3122
inf -0.064
d_crisis 0.189 0.485° 0.306° 0.012
constant 0.617 -1.617 -6.084? 2.291

Parameter estimates are calculated as sample averages.
Significance levels at the 1% level “a”, 5% level “b”, and 10% level “c”.
For simplicity purposes, standard deviations are not reported throughout the study. They are available upon request.

Table 6 provides the results of the AMG estimator concerning state-owned banks’.
Unlike the results of the pooled panel, the lagged credit risk variable is not statistically
significant for most of the specifications, which is also the case for the profitability variable.
Although credit risk decreases with profitability in state-owned banks, only a significant
relationship comes from Model-B. Evidence that the impact of cost-efficiency on credit risk
is positive and statistically significant is confirmed given the results obtained from Model-
A and Model-D. Likewise, the results obtained from Model-A and Model-C verify credit
size's negative and statistically significant impact on credit risk in state-owned banks. The
only macroeconomic indicator that affects credit risk is economic growth. A 1% increase in
economic growth leads to a decrease in credit risk by 0,151%. Despite the positive estimated
coefficients in all specifications, the impact of the global financial crisis on credit risk is
statistically significant in Model-C and Model-D.

T This group includes the following banks: Halkbank, Vakifbank and Ziraat Bank.
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Table: 6
Parameter Estimations for State-Owned Banks
Variable Model-A Model-B Model-C Model-D
npl(-1) 0.378 0.594° 0.419 0.633
roa -0.009 -0.190° -0.193 -1.228
ic 0.047° 0.013 0.060 0.060%
Id -0.060° -0.039 -0.059° 0.043
Inta -6.303 -9.653 -7.7732 -9.534
eg -0.1512
unemp 0.256
inf 0.216
d_crisis 0.170 0.182 1.822° 1.076°
constant -1.624 -4.487 -6.393 1.931

Notes: Parameter estimates are calculated as sample averages.
Significance levels at the 1% level “a”, 5% level “6”, and 10% level “c”.

Table 7 shows the estimation results for domestic banks. We find that cost-efficiency
no longer significantly impacts credit risk compared to previous results. Apart from bank-
specific variables, economic growth and unemployment statistically affect credit risk in
domestic banks. A 1% increase in economic growth leads to a decrease in credit risk by
0,151%, whereas a 1% increase in unemployment increases credit risk by 0,447%. We also
find that the impact of the global financial crises is not robust to empirical specification.

Table: 7
Parameter Estimations for Domestic Banks
Variable Model-A Model-B Model-C Model-D
npl(-1) 0.336° 0.397° 0.277° 0.299°
roa -0.862°¢ -0.723° -0.534 -0.754°
ic 0.040 0.031 0.011 0.045
Id -0.0442 -0.0382 -0.0482 -0.0262
Inta -4.848% -5.388% -4.8192 -4.6892
eg -0.103°
unemp 0.447°
inf 0.026
d_crisis -1.7032 0.120 0.403° 0.134
constant 4.745 0.613 -2.486 -1.559

Parameter estimates are calculated as sample averages.
Significance levels at the 1% level “a”, 5% level “b”, and 10% level “c”.

The results for foreign banks are reported in Table 8. Unlike previous estimations,
credit size does not significantly impact credit risk in foreign banks. Although statistically
insignificant, the impact of the global financial crisis on credit risk is positive across all
specifications. The only group that all external determinants that affect credit risk are foreign
banks. A 1% increase in economic growth leads to a decrease in credit risk by 0,228%; a 1%
increase in unemployment increases credit risk by 0,227%, and a 1% increase in inflation
decreases credit risk by 0,192%. In addition, the impact of the global financial crisis is not
statistically significant.
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Table: 8
Parameter Estimations for Foreign Banks
Variable Model-A Model-B Model-C Model-D
npl(-1) 0.415% 0.5242 0.419* 0.4912
roa -0.839* -1.269° -1.235? -0.394
ic 0.064¢ 0.088° 0.073° 0.046°
Id -0.017 -0.019 -0.008 -0.007
Inta 5.826* -5.638? -5.2372 -2.991
eg -0.288%
unemp 0.227°
inf -0.192#
d_crisis 0.255 0.667 0.076 0.213
constant -3.486 -5.547 -7.032 -0.682

Parameter estimates are calculated as sample averages.
Significance levels at the 1% level “a”, 5% level “6”, and 10% level “c”.

5. Policy Discussions and Implications

Empirical results reveal that internal and external factors affect credit risk, and these
factors impact varies by ownership. Profitability is the most significant determinant of credit
risk among internal determinants, followed by lagged NPLs. The negative association
between profitability and credit risk suggests that banks with high profitability tend to be
risk-averse in the credit market, considering Turkey’s crisis-prone structure. If profitability
is taken as an indicator of management quality, well-managed banks are less exposed to
credit risk. However, the magnitudes of profitability and lagged NPLs vary by ownership.
For instance, profitability is not such a decisive determinant of credit risk for state-owned
banks than local and foreign ones, indicating a higher risk appetite of private banks. Given
the public guarantee state-owned banks have, they can cover the loss from outstanding
credits to offer loans at much easier terms. Besides, state-owned banks have broader
missions, such as social welfare functions through which they are expected to take more
risks, albeit at the cost of losing current profits. Therefore, supervisory authorities should
take necessary actions, including implementing an audit committee and adopting
independent board members to ensure deposit banks take adequate measures to minimise
credit risk. Notice also that the number of significant covariates in the case of the state-
owned banks is relatively smaller than the other two. On the other side, the previous year’s
credit risk affects the current year’s NPLs in domestic and foreign banks more than in state-
owned banks. This finding indicates that credit risk is an ongoing phenomenon for privately-
owned banks, whereas state-owned banks can absorb the realised credit losses through
government funding schemes. Thus, private banks should adjust their credit risk levels
considering their previous credit losses. In addition, banks with high levels of NPLs should
be closely monitored by supervisory authorities, depositors, and investors.

The evidence that credit size and bank size negatively affect credit risk confirms that
larger size allows better diversification and results in less credit risk. Although bigger banks
lead to a less competitive environment, larger size also allows for risk diversification.
Therefore, regulatory authorities should consider this dilemma when evaluating bank
mergers and acquisitions.
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Because credit risk rises as cost-efficiency increases, the skimping hypothesis is valid
for the Turkish banking sector, indicating that bank managers attempt to maximise short-
term profits despite long-term credit problems. This evidence is probably due to emerging
markets' fragile business and political environment.

As an external determinant, unemployment also exerts a significant positive impact
on credit risk. This impact likely stems from the loss of revenue, which, in turn, affects
borrowers’ solvency. Notice that the effect of unemployment on credit risk in domestic
banks is nearly two times higher than that in foreign banks, indicating the importance of
borrowers’ selection policy. Domestic banks tend to finance opaque firms, whereas foreign
banks are willing to offer loans only to the largest and the most transparent firms whose
employment decisions are less affected by cyclical fluctuations.

Unlike other banking groups, this study addresses foreign banks as the most
responsive group to external factors since each macroeconomic element has a statistically
significant impact on credit risk. Because foreign banks have operations in various markets,
they are more likely to be affected by macroeconomic conditions. Consequently, foreign
banks should adopt more prudent credit policies. Notice also that the statistically
insignificant impact of the 2008 global financial crisis obtained from most specifications
addresses the importance of financial system regulations adopted following the 2001
banking crisis.

Overall, the evidence that one regulation does not fit all suggests that regulatory
authorities should consider the ownership structure of the banks while developing
appropriate policies. Given the simultaneous impact of internal and external factors on credit
risk, regulatory authorities should cooperate with bank managers to overhaul their approach
to credit risk assessment.

6. Conclusion

Identifying the determinants of credit risk, the leading indicator of the banking crisis,
is quite significant for emerging countries. Determining the factors triggering credit risk is
essential for detecting early signs of the crises and for a successful loan management process,
particularly for Turkey, where the costs associated with the banking sector have been very
high. Given the increasing credit volume in the Turkish banking sector over the last two
decades, this study attempts to determine the internal and external determinants of credit risk
from 2003-2018. Empirical results reveal that both internal and external factors affect credit
risk in the Turkish banking sector. Among internal factors, profitability has the highest
impact on credit risk, whereas credit size has the lowest.

On the other hand, unemployment is the only external factor affecting credit risk in
the pooled panel. Moreover, we find that empirical results vary considerably by ownership.
For instance, cost-efficiency is not a significant risk determinant in domestic banks, while
credit size does not affect credit risk in foreign banks. Regarding external factors, economic
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growth is the only factor affecting state-owned banks’ credit risk, whereas credit risk in
privately-owned banks is more responsive to macroeconomic determinants. We also find
that the 2008 financial crisis leads to an increase in credit risk, except for foreign banks.

This study focuses on a post-crisis era when the banking system was heavily
regulated. Regulation is likely to lead to a change in the determinants of credit risk; future
researchers can use high-dimensional time series to observe whether the results are robust
to the analysis period. In addition, a change in the determinants does not necessarily have a
linear impact on credit risk, especially for developing countries where financial stability still
needs to be fully achieved. Therefore, a nonlinear framework can be adopted in the following
studies.
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Bu galigmada, Tiirkiye’de islem hacmi en yiiksek 13 ticari bankanin pandemi dncesi (2019) ve
donemi (2020) finansal performanslari ¢ok kriterli karar (Entropi, ARAS, MOORA ve MOOSRA)
teknikleriyle belirlenerek BrandFinance marka degerlemesi siralamasi ile karsilagtirilmigtir. ARAS
yontemi ile ulagilan finansal performans siralama sonuglar1 BrandFinance marka degerleme siralamasi
ile benzeri ¢ikmistir. Ayrica kamu bankasi olan Ziraat Bankasi’nin pandemi o6ncesi; pandemi
doneminde de Ziraat Bankasi ile diger kamu bankasi olan Halkbank’in da yiiksek performans
gostererek ilk 5 banka iginde yer aldig: tespit edilmistir. Caligmanin orijinalligi, finansal performans
siralamasi sonuglari ile BrandFinace marka degerleme siralama sonuglarimin karsilasgtirildigr ilk
caligmadir.
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1. Introduction

Commercial banks stand out as the financial institutions serving the highest number
of participants in the financial system. There are academic studies on the measurement and
ranking of the performances of commercial banks. Multi-criteria decision-making
techniques are generally used in financial performance reviews. There are very few previous
studies on the commercial banking ranking of Turkey, which has significant potential and
population among emerging markets. Thus, it is essential to examine Turkish commercial
banks in this respect. In addition, a study in which multi-criteria decision-making techniques
ARAS, MOORA, and MOOSRA methods are examined together will contribute to the
literature. For an original review, performance rankings of thirteen commercial banks
serving in Turkey will be made using ARAS, MOORA, and MOOSRA methods. The
entropy method will be used to determine the criterion weights as well. Comparing these
results with the BrandFinance brand value ranking will reveal whether there is a consistency
between financial performance and brand value. While ranking, ten financial items and
derived rates used in measuring financial performance are determined. The weights of the
financial items used in the calculations are determined using the entropy method.

2. Literature Review

Many studies have used ARAS, MOORA, and MOOSRA and entropy methods. For
example, Zavadskas and Turksis (2010) and Zavadskas et al. (2010) studied selecting the
place of establishment using the ARAS method. On the other hand, Bakshi and Sarkar (2011)
made a project selection using the ARAS method. While Stanujkic and Jovanovic (2012)
conducted a study on the measurement of website quality, Reza and Majid (2013) used the
ARAS method to select the best bank. Sliogeriene et al. (2013) used the ARAS method in
their studies on analysing and selecting energy generation technologies. Jagadish and Ray
(2014) used the MOOSRA method to choose the fluid used in cutting processes. In the same
year, Kutut et al. (2014) used the ARAS method to choose alternatives that can be used to
protect historic buildings. Brauers and Zavadskas (2006) introduced the MOORA method,
a new method, to the literature by explaining it with an example of privatisation in transition
economies. Brauers et al. (2008) used the MOORA method to optimise alternatives for road
design and determine the most suitable option in their study. Brauers and Ginevicius (2009)
propose a new model for regional development in their work. While it is stated in the study
that the regional income calculation is sufficient to measure the welfare of the population of
the region, it is emphasised that it does not represent the welfare economy in general. Brauers
et al. (2010) propose a model to reduce pollution related to promoting local employment in
the tourism sector and solve problems associated with the development of renewable energy
and tourism MOORA method. Chakraborty (2011) used the MOORA method in his study,
stating that managers in the production environment should make critical decisions by
evaluating many criteria. Brauers and Ginevicius (2013) suggest that investors consider
many risks and benefits when investing in businesses. In such cases, the MOORA method
was used based on the Bel20 list in Belgium to determine how the investors would follow.
Sarkar et al. (2015) used the MOOSRA method for machine selection, while Yildirim (2015)
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used the ARAS method for housing selection in his study. In 2016, Ecer used the ARAS
method to choose and select ERP software in their research, while Adali and Isik (2016)
used the ARAS method for their studies' best air conditioner selection. Omurbek et al. (2017)
examined the sustainability performance of large-scale banks according to their asset sizes
in the context of financial, operational, and environmental sustainability. In addition to the
studies in which the ARAS and MOOSRA methods were used, studies using the entropy
method are included in the literature. Firstly, Bilien and Tassinopoulos (2001) used the
entropy method in their research while estimating employment. Chen et al. (2015) used the
entropy method to analyse the effects of fighting poverty. In 2011, Shemshadi et al. (2011)
used the entropy method in their studies where they selected suppliers. Chen et al. (2015)
used the entropy method to analyse groundwater sustainability in their studies. Yavuz (2016)
used the entropy method in the case of geographic market selection in his research. All in
all, it has been determined that the entropy method was used in some studies on performance
evaluation. In their research in 2016, Karaatli et al. (2016), performance evaluation in the
defence industry, Karaatli (2016) in the evaluation of tourism performance in Turkey,
Omurbek and Aksoy (2016), oil company performance measurement and Omurbek et al.
(2016b), on the other hand, used the entropy method for the performance evaluation of
automotive companies. Finally, Tunca et al. (2016) used the entropy method in the
performance ranking of OPEC countries. In addition to all these studies, studies have also
been conducted to reveal the effects of the COVID-19 pandemic that emerged worldwide in
2020 on the financial system. Examples of these are the following studies. Guo et al. (2021)
found that when COVID-19 spreads worldwide, the markets’ links seem closer than other
risks. Shapoval et al. (2021) stated that the effects of the pandemic on travel negatively affect
the tourism and hotel industry. Gunay, in the study (2021), shows that the volatility in the
first months of COVID-19 is not as severe as in the global financial crisis in 2008 due to the
independent risk analysis. He also states that the Brazilian real and the Turkish lira are the
currencies that experienced the highest volatility during the COVID-19 outbreak. In the
study conducted by Zaremba et al. (2021), it was determined that workplace and school
closures impair liquidity in emerging markets. According to Danisman et al. (2021),
countries with higher (Loan/Deposit) ratios and unrequited loans for the banking sector are
more vulnerable.

3. Methodology

Entropy, ARAS, MOORA and MOOSRA methods, which are multi-criteria
decision-making methods, were used to determine the performance ranking of banks. While
the entropy method was used to determine the criterion weights, ARAS, MOORA and
MOOSRA methods were used for performance rankings.

3.1. Entropy Method

The concept of entropy was defined for the first time in the literature by Rudolph
Clausius (1865) as a measure of the disorder and uncertainty in a system (Zhang, 2011: 444).
The entropy method measures the amount of helpful information provided by existing data

71



Avsarligil, N. & E. Dogru & A. Ciger (2023), “The Bank Performance Ranking
in the Emerging Markets: A Case of Turkey”, Sosyoekonomi, 31(55), 69-84.

(Wu, 2011: 5163). The entropy method consists of four steps (Karami & Johansson, 2014:
523-524; Wang & Lee, 2009: 8982):

Firstly, various methods can standardise indices to eliminate the effects of different
index sizes on incommensurability in the decision matrix. Criteria are normalised according
to benefit and cost indexes with the help of the equations below.

rij=Xij/Maxij (1)
rU=MmU/XU (2)

It is, secondly, calculated by normalisation to eliminate discrepancies in different
units of measure.

Pij = (aij/ XiZ1 aij) ®
P; = Normalized values

aj; = Benefit values

Third, the entropy of Ej is calculated from the below equation.

E; = —k XiZ1[Pij. InPy]; Vi 4)
k = [In(n)]"*(Entropy coefficient)

In step 4, d; uncertainty is calculated from the equation.

d; = 1— Ej; Vj ®)

Finally, with the help of the below equation, the weights of the wj criterion are
calculated as the importance level.

wj = (d;/ Xj=1 d)) (6)
3.2. ARAS Method

ARAS (Additive Ratio Assessment) method was developed by Zavadskas and
Turksis (Zavadskas & Turksis, 2010: 159-172). Unlike other MCDM methods, the utility
function values of the alternatives are compared with the utility function value of the optimal
choice added to the decision problem by the researcher (Sliogeriene et al., 2013: 13). The
ARAS method reveals the proportional similarity of each alternative to the ideal choice
(Dadelo et al., 2012: 68).

The ARAS method consists of 4 steps (Zavadskas & Turskis, 2010: 163-165).

Firstly, there is a row of optimal values for each criterion in the initial decision matrix
in the ARAS method.
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Xo1  Xoj  Xon
X=|Xn Xy Xml|;i=0,1,.,mj=0,1,..n @
Xml ij an

X;j = value representing the performance value of the i. alternative in terms of the j. criterion

Xo; = optimal value of j. criterion

If the optimal value of the criterion is not known in the decision problem, the optimal
value is calculated from the below equations, depending on whether the criterion shows the
maximum or minimum property.

XOj =Maxi/Xij (8)
XO] =MmL/XU (9)

The second step consists of normalized decision matrix values. Values are calculated
in two ways, depending on whether the criterion has the benefit or cost feature. If the
criterion performance values are considered better to be maximum, normalized values are
calculated from the below equation.

Xij = (Xij/ X0 Xi) (10)

If the benchmark performance values are considered better to be minimum, the
normalization process is carried out in two steps. First, it is transformed into a utility state
by using performance values, then its normalized values are calculated from the below
equations.

Xi=1/X;; (11)
Xij = (X{;/ 20 Xi}) (12)

In the third step, after obtaining the normalized decision matrix, a weighted
normalized decision matrix was created using the wj determined weights. The weight values
of the criteria satisfy the condition 0 < wj <1, and the sum of the weights must be equal to
1, as shown below equation.

Normalized values using the below equation, weighted normalized values of xij are
obtained.

%;; weighted normalized decision matrix is obtained by constructing the calculated
X weighted normalized values in the form of the matrix shown in the below equation.
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=

01 Xoj Xon
n Xy X [;i=01,..mj=01,..n (15)

m1  Xmj Xmn

=

XA=

=

Lastly, optimal values for each alternative are calculated, and values belonging to the
other options are obtained from the below equation. Si., including the optimal function value
of the option;

Si = Z?=1 Rij i=0,1,...,m (16)

The S; values of the other options are proportioned to the So optimal value, and the
utility degrees are calculated from the equation.

K; = Si/So ; i=0,1,..,m an

The utility function values of the alternatives can be calculated using the value area
ratios in the range of [0,1]. Then, these values obtained are ranked in descending order, and
the alternatives are evaluated.

3.3. MOORA Method

The MOORA method (MOORA-The Multi-Objective Optimization by Ratio
Analysis Method), a Multi-Purpose Optimization Method Based on Ratio Analysis, was
introduced by Brauers and Zavadskas (2006) and brought to the literature. MOORA method
is basically a method based on different grouping predictions (Brauers & Zavadskas, 2006:
445-469).

The application of the MOORA method starts with a decision matrix that includes all
alternatives and criteria. The matrix is shown as "xij" (Brauners & Ginevicius, 2009: 123).

MOORA, a multi-purpose optimisation method, is a new method in the literature.
Still, it has different versions, such as MOORA-Ratio Method, MOORA-Reference Point
Approach, MOORA-Significance Coefficient, MOORA-Full Product Form and MULTI-
MOORA methods (Ersoz & Atav, 2011: 79). Since this study will be examined using the
MOORA-Ratio method, only that will be introduced.

The three steps of the MOORA method are given below (Brauers & Zavadskas, 2006:
445-469);

Step 1: Determining the Objectives and Performance Values of Alternatives

It starts with bringing together the goals, alternatives, and performance values
according to the goals into a matrix. It is expressed by a matrix formed in the following
figure. In the matrix, m indicates the number of alternatives, and n indicates the number of
criteria.
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X1 X1z X3
Xij=|Xa1 X2z Xosf; (18)

ml XmZ an

Step 2: Normalizing the Matrix

The matrix is normalized by dividing the sum of the performance values squared by
the square root of the performance value of each alternative according to each criterion using
the following equation.

Xi = (j/ |2y x?) (19)

X;; is i alternatives j performance value normalized by criterion shows. This value
may be in the range of 0.1 or some cases, in the range of -1.1.

Step 3: Sorting Step

This step subtracted the Sum of Minimization Performance Values from the Total of
Normalized Maximization Performance Values. This process is handled with the help of the
following equation.

ti= (32075) (g ) -

g is the number of goals to be maximised, (n-g) the number of goals to be minimised,
and yi is i. shows the normalised value of the alternative for all purposes. The values are
ordered in descending order. The choice in the first rank, according to the order of yi is
considered the most suitable option.

3.4. MOOSRA Method

Das, Sarkar and Ray first developed the MOOSRA method (Multi-Objective
Optimization on Simple Ratio Analysis) (Das et al.,, 2012: 142-162). MOOSRA
methodology, in general, begins by placing four significant parameters in the decision
matrix: alternatives, criteria or attributes, individual weight or importance coefficients of
each criterion, and the performance measure of options according to the criteria. MOOSRA
is a multi-purpose and optimisation method (Jagadish & Ray; 2014: 560).

The application steps of the MOOSRA method are first started by creating the
decision matrix of the problem, and the second step is the normalisation of the decision
matrix. While calculating all performance values of each alternative in the MOOSRA
method, the sum of the practical and non-useful values normalised performance values are
obtained by the simple ratio method (Balezentiene et al., 2013: 85).

The four steps of the MOOSRA method are given below (Jagadish & Ray, 2014:
560-561):
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Firstly, this methodology starts with defining the decision matrix in which criteria
and alternatives are listed. The performance of each option is established in the following
equation.

Xll X12 X13
Xij=|Xa1 Xaz  Xo3

ml XmZ an

; (21)

The process of converting the attribute value to 0-1 interval is called normalisation.
In multi-criteria decision-making, the values in the decision matrix must be converted from
different units to a single unit. The equation below is used for the normalisation process.

Xip = (xij/ |2y %) (22)

Thirdly, all alternatives' performance values (Yi) are calculated using the simple ratio
of the weighted sum of valuable and non-useful criteria. In this calculation, the following
equation has been used.

Y, = (Z‘f:l Wi X)) [ (=g a1 Wi - Xij) (23)
(9) is the maximised value, and (n-g) is the minimised value.

In the last step, the process of sorting the alternatives is carried out. When the
alternatives are ordered in descending order, the best choice is the option with the highest
value and is calculated by the below equation.

Yi = X))/ Chgir Xi) (24)
3.5. Data

In this study, the financial performances of thirteen commercial banks operating in
Turkey were examined. Banks were selected according to their total asset size. The data set
used in the analysis consisted of variables obtained or derived from banks' financial
statements in 2019 and 2020. Banks used in the study were numbered B1-B13 in Table 1.
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Table: 1
Bank Names and Codes
Bank Name Capital Structure Bank Code
Akbank Private Bl
Denizbank Private B2
HSBC Bank Private B3
ING Bank Private B4
QNB Finanshank Private B5
Sekerbank Private B6
Tiirk Ekonomi Bankasi Private B7
Tiirkiye Cumhuriyeti Ziraat Bankast Public B8
Tiirkiye Garanti Bankasi Private B9
Tiirkiye Halk Bankas1 Public B10
Tiirkiye Is Bankast Private B11
Tiirkiye Vakiflar Bankast Public B12
Yapi ve Kredi Bankast Private B13

The variables and derived rates used in the analysis are as follows; (Capital Adequacy
Ratio, Return on Equity, Total Assets, Deposits, Operating Profit, Net Profit, Interest Income
Expenses Per Employee, Non-Performing Loans and Interest Expenses). All data used in
this study were obtained from the data in Turkey Banks Union's official website (TBB
Istatistiki Raporlar, n.d.).

4, Results

As a result of the analysis using the entropy method, weights in Table 1 were
obtained.

Table: 2
Weights
Criteria Weights (2019) Weights (2020)

CAR 0,0048 0,0029
ROE 0,0153 0,1069
TOA 0,134 0,1168
DEP 0,1361 0,1161
OPP 0,2149 0,1807
NEP 0,1961 0,1701
INI 0,1152 0,1049
EPE 0,0121 0,0065
NPL 0,0868 0,082
INE 0,1153 0,1131

When we look at the calculated weights of 10 criteria used in the study in 2019, it is
seen that the criterion with the highest weight is approximately 21.5% operating profit.
When we look at the calculated weights of 10 criteria used in the study in 2019, it is seen
that the criterion with the highest weight is approximately 21.5% operating profit. While the
second criterion with the highest weighting was Net profit, the criterion with the lowest
weighting was the capital adequacy ratio of 0.48%.

When we look at the calculated weights of the criteria in 2020, which is the year of
the pandemic, it is seen that the criterion with the highest weight is approximately 19%
operating profit. The second criterion with the highest weight is Net profit, with 17%, while
the criterion with the lowest weight is the capital adequacy ratio, with 0.29%.
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The first five bank rankings calculated using the ARAS method are in Table 2.

Table: 3
Sorting by ARAS
Sorting 2019 Bank Code KiValue Sorting 2020 Bank Code KiValue
1 B8 0,7885 1 B8 0,7760
2 B11 0,5987 2 B9 0,5983
3 B9 0,5925 3 Bl 0,5782
4 B1 0,5590 4 B11 0,5640
5 B13 0,4225 5 B10 0,4693

In the performance ranking according to the ARAS method in 2019, the bank ranked
first in B8. The second bank is B11, followed by B9. B13 ranks 5% in the ranking in 2019.
In the performance ranking made according to the ARAS method in 2020, which is the year
of the pandemic, B8 is again in first place. In 2020, the second bank was B9, followed by

B1. B10, on the other hand, ranks 5" in the 2020 ranking. B13 needed help finding a place
in the top five in 2020.

The first five bank rankings calculated using the MOORA method are in Table 3.

Table: 4
Sorting by MOORA
Sorting 2019 Bank Code Yi" Value Sorting 2020 Bank Code Yi Value

1 B8 0,3408 1 B8 0,3213
2 B9-B11 0,2399 2 B9 0,2409
3 B9-B11 0,2399 3 B1 0,2318
4 B1 0,2230 4 B11 0,2174
5 B10 0,1407 5 B10 0,1638

In the performance ranking according to the MOORA method in 2019, the bank
ranked first in B8. B9 and B11 share the rankings of the second and third banks. The values
of Yi* were equal in 2019. B1 ranks 4" and B10 5" in the ranking in 2019. In the
performance ranking made according to the MOORA method in 2020, which is the year of

the pandemic, B8 is again in first place. In 2020, the second bank was B9, followed by B1.
B11 is the fourth bank, while B10 was the fifth in 2020.

The first five bank rankings calculated using the MOOSRA method are in Table 4.

Table: 5
Sorting by MOOSRA
Sorting 2019 Bank Code YiValue Sorting 2020 Bank Code YiValue
1 B8 5,3944 1 B8 5,1305
2 B9 4,4099 2 B1 4,8973
3 B1 4,3866 3 B9 4,8571
4 B11 4,1980 4 B3 4,5874
5 B10 3,0163 5 B4 4,5061

The performance ranking was according to the MOOSRA method in 2019; the bank
ranked first in B8. The second bank is B9, followed by B1. B10 ranks 5" in the ranking in
2019. The performance ranking was made according to the MOOSRA method in 2020, the
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year of the pandemic, and B8 is again in the first place. In 2020, the second bank was B1,
followed by B9. B4, on the other hand, ranks 5 in the 2020 ranking. B10 could not find a
place in the top five in 2020.

The Brand value rank for 2019 and 2020 announced by BrandFinance is shown in
Table 5.

Table: 6
Sorting by BrandFinance

Sorting Bank Brand Value Sorting Bank Brand Value
2019 Code (Million USD) 2020 Code (Million USD)

1 B8 1,637 1 B8 1.616

2 B9 1,344 2 B9 1.538

3 B11 1,135 3 Bl 998

4 Bl 934 4 B11 951

5 B13 647 5 B10 408

Banks were classified among themselves in the list of the most valuable brands in
Turkey, announced by BrandFinance in 2019. Accordingly, the banks with the highest brand
value are B8, B9, B11, B1, and B13.

In 2020, the year of the pandemic, B8 and B9 were again in the first two places in the
BrandFinance ranking. While B1 was the third bank in 2020, B10 ranked fifth. B13 could
not find a place in the top five in 2020 again.

5. Discussion

The study's primary purpose is to conduct a comparative analysis of how commercial
banks operating in Turkey have changed financially with the pandemic process.
Comparisons were made in the context of this purpose, including method comparison and
between periods. Rankings were made using different financial performance ranking
methods. ARAS method, MOORA method and MOOSRA method gave different results. It
is thought that using three different sorting methods in the same review contributes to this
study’s originality. To our knowledge, no study compares the results of these three other
methods in the literature. The only study on the ranking of commercial banks operating in
Turkey is Omurbek et al.’s (2017) study, which examines the sustainability performance of
large-scale commercial banks concerning financial, operational, and environmental
sustainability according to their asset sizes. This study primarily lists the one-year
performances of banks realised under the concept of sustainability. When the results are
examined, it is seen that there is a very high consistency between the outputs of the ARAS,
MOORA and MOOSRA methods. In the study in which the first seven commercial banks
were listed, only the fifth and seventh firms were evaluated in different ARAS methods.
Apart from that, the rankings in all three methods were the same. If expressed using the
codes in the study, B2 was identified as the first bank in the ranking.

In this study, besides the performance ranking in 2019 and 2020, the changes that
have emerged in the ranking have also been emphasised. A comparison is made between the
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results of multi-criteria decision-making methods, and determinations are made about the
performance changes of banks. In addition, we tried to establish a link between financial
performance ranking and brand value in the study. The banks, among the 100 most valuable
companies in Turkey, announced in 2019 and 2020 by BrandFinance, a reputable brand
valuation firm serving internationally, are listed among themselves. The brand value
rankings obtained were compared with the outputs of the ARAS, MOORA and MOOSRA
methods used in the study. Unexpectedly, with the brand value ranking announced by
BrandFinance for the pandemic period 2020, it was seen that the rankings of both the ARAS
method and the MOORA method in 2020 were the same at the level of the top five banks.
In the MOOSRA method, the ranking is different from the BrandFinance ranking. However,
it is seen that B8 is the first bank in all methods and BrandFinance rankings for both years.
This result is consistent with Omurbek’s (2017) study. Omurbek et al. (2017) coded the bank
as B2, and B8 in the study refers to the same bank. However, in our research, it can be said
that the rankings of other banks changed with the pandemic process. In the study, in which
it was determined that the COVID-19 pandemic affected the dynamics of the Turkish
banking sector, it can be concluded that ARAS, MOORA and MOOSRA methods yield
different results in performance measurement. At the same time, as a result of the
investigations conducted during the pandemic, it can be said that the BrandFinance brand
value ranking method is compatible with the ARAS and MOORA methods. It can be noted
that the implicit relationship, which is thought to be between financial performance and
brand value, is proved by this study.

In future studies, the fuzzy logic approach can be included in the analysis instead of
making precise judgments and sequences. Researchers are recommended to perform new
investigations using fuzzy ARAS, MOORA and MOOSRA methods. In addition, it is
thought that the interest rate volatility that emerged with the pandemic process will directly
affect the financial performance of banks. Thus, with a duration analysis to be conducted on
the said banks, their sensitivity towards changes in interest rates should be measured.

6. Conclusion

B8 stands out as the bank with the best performance and highest brand value in pre-
pandemic 2019 and 2020, the pandemic year. B11, which came second in the ARAS method
in 2019, fell to fourth place in 2020. The B9, which ranked 3 in 2019, rose to the 2" in
2020. B1, which ranked 4™ in 2019 in the ARAS method, climbed one step in 2020 and
ranked third. Finally, the B13, which ranked 5% in 2019, could not find a place in the top
five in the pandemic year.

The B 8, which ranked first in the performance ranking according to the MOORA
method in 2019, was also first place in 2020. In 2020, B9 maintained second place, while
B11 dropped to fourth. B1, on the other hand, climbed up one step and ranked third. B10,
on the other hand, ranked 5% in 2020, as in 2019.
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The B8, which ranked in the first performance ranking according to the MOOSRA
method in 2019, was also first in 2020. The B9, which came in second in 2019, dropped one
place in 2020 and ranked third. B1, 3 in 2019, rose to second place in 2020. In the
MOOSRA method, B11 and B10, ranked 4™ 2019 and 5% in 2019, could not find a place in
the top five banks in 2020. B3, whose performances increased in 2020, rose to fourth place,
while B4 took fifth place.

Looking at what changed from 2019 to 2020 according to both ARAS, MOORA and
MOOSRA methods, it was seen in both years that B8 ranked first concerning performance.
It can be concluded that the financial performance rankings of commercial banks changed
significantly during the COVID-19 outbreak. Although the Ki value of B8 was calculated
according to the ARAS method, the Yi value calculated according to the MOORA method
and the Yi value calculated according to the MOOSRA method decreased in 2020. It was
observed that it did not lose its first place.

Looking at the BrandFinance 2019 brand value ranking, it is seen that the B8 is the
most valuable brand, followed by the B9. B1 has been declared the third most valuable bank.
B1, the 4" most valuable bank, and B13, the 5" most valuable bank, lost their places in the
top five in the pandemic year in the pre-pandemic period. In other words, B1 and B13 stand
out as the banks most affected concerning brand value. Looking at the top three banks in
BrandFinance's brand value ranking in 2020, it is seen that it is in line with 2019. While B8
is again the most valuable bank, B9 is the second and BL1 is the third.

Looking at the top three banks in BrandFinance's brand value ranking in 2020, it is
seen that it is in line with 2019. While B8 is again the most valuable bank, B9 is the second
and B1 is the third. On the other hand, B11 and B10 increased their brand values in 2020,
the year of the pandemic, and ranked fourth and fifth.

As a result, the COVID-19 outbreak has affected the performances of Turkish
commercial banks and their brand values in Turkey. It can be said that the most adversely
affected banks are B11 and B13. In addition, it is exciting that the public bank B8 ranks first
in the financial performance ranking according to all methods. Otherwise, B10, another
public bank, was not among the top 5 banks in the pre-pandemic period but increased its
performance by rising to 5" in both ARAS and BrandFinance rankings. This may mean that
public banks are not adversely affected by the pandemic process.

In brief, the financial performance ranking results obtained by the ARAS method
from the ARAS, MOORA and MOOSRA methods used in the study were similar to the
BrandFinance brand valuation ranking. This shows that the ARAS method provides more
reliable results than other methods. On the other hand, when the bank performances are
evaluated according to the pandemic period, it has been revealed that Ziraat Bank (B8) is
the bank with the first financial performance according to all methods. The striking point of
the result is that Ziraat Bank is the only public bank in the financial performance ranking
made for the pre-pandemic period. In addition, it has been determined that Halkbank (B10),
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another public bank during the pandemic period, increased its financial performance and
became one of the top 5 banks in the BrandFinance ranking. It is in line with the ranking and
BrandFinance ranking obtained due to the ARAS method during the pandemic period when
Ziraat Bank ranked first, and Halkbank ranked fifth.

Banks positively affected by the pandemic process can be listed as B1, B3 and B4. A
significant result that can come out of the study is that the ARAS method used in the
financial performance ranking gives very consistent results with the BrandFinance
technique, which is the brand value calculation technique. In summary, it can be said that
the pandemic process has affected the financial performance of banks in Turkey and reduced
their brand values, except for B9 and B1.

The originality of the study; no study has been found to measure the financial
performance of commercial banks in Turkey using ARAS, MOORA and MOOSRA multi-
criteria decision-making techniques. In addition, it is the first study to compare financial
performance ranking results with BrandFinace brand valuation ranking results.

This study contributes to the fact that the ARAS method gives accurate results in the
measurement of financial performance. On the other hand, while the results benefit the
banking sector, they also provide ideas for new academic studies.

It is recommended to review these situations in further studies. Even comparisons
using fuzzy ARAS, fuzzy MOORA and fuzzy MOOSRA methods are recommended. In
addition, it is thought that the change in the financial performance of banks depends on their
sensitivity to interest rates. To determine this situation, duration analysis is recommended to
researchers.
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Abstract

The increase in technology has directed society to penetrate more towards electronic channels.
Usage of the internet and e-commerce has been growing dramatically year by year. Thus, households’
daily life has become more digitalised, leading innovative entrepreneurs to find new technologies.
Firstly, the World has seen the emergence of blockchain technologies in recent years. In the more
recent period, terms like Metaverse and NFT became popular. This study aims to analyse Metaverse
and NFT terms with Technology Acceptance Model, and accordingly, a structural equation analysis
has been conducted via Smart PLS 3. According to the analysis results, Perceived compatibility,
enjoyment, and trust have a significant and positive effect on perceived usefulness, the mediation effect
has been accepted, and other hypotheses have been rejected. Afterwards, all these results were
interpreted accordingly to the analysis.

Keywords . Metaverse, Non-Fungible Token (NFT), Technology Acceptance
Model, Consumer Behaviour, e-Commerce, Last Mile Delivery,
Blockchain.
JEL Classification Codes: M1, L81, L84, D1.
Oz

Teknolojinin gelisimi insanlarm elektronik kanallara yogunlagmasina neden olmustur. internet
kullanim1 ve e-ticaret yillar i¢inde gelisimini siirdiirmektedir. Boylece giinlik yasam daha fazla
dijitallesmis olup yenilik¢i girisimcileri de yeni teknolojiler bulmaya yonlendirmektedir. ilk olarak
diinya blokzincir teknolojileri ile tanismistir. Yakin bir zamanda ise Metaverse ve NFT gibi terimler
popiiler hale gelmistir. Mevcut ¢alisma Metaverse ve NFT terimlerini TKM ile agiklamaya
calismaktadir. Bu baglamda Smart PLS 3 programi kullanilmistir. Analiz sonuglarina gore, algilanan
uyumluluk, eglence ve giivenin algilanan fayda tizerinde anlamli ve pozitif bir etkiye sahip olup ayni
zamanda aracilik etkisi kabul edilmis diger hipotezler ise reddedilmistir. Sonrasinda tiim sonuglar
analize uygun olarak yorumlanmustir.

Anahtar Sozciikler . Metaverse, Nitelikli Fikri Tapu (NFT), Teknoloji Kabul Modeli,
Tiiketici Davranisi, e-Ticaret, Son Adim Teslimat, Blokzincir.
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1. Introduction

The World is undergoing rapid change. This change is accelerated by the
development of Internet technologies and the exponential growth of data (Pérssinen et al.,
2018: 54884). The internet has revolutionised the World (Swan, 2015) and changed how
society lives. The usage of smartphones and personal computers has increased dramatically
throughout the years. The increasing use of technological devices and digital penetration
brought new technology-related platforms to people’s lives.

Firstly, at the end of the 20" century, e-commerce emerged. E-commerce is a subject
that researches how to use electronic and information technology (Qin & Qin, 2009). E-
commerce has grown dramatically throughout the years (Hazarika & Mousavi, 2022). The
number of digital e-commerce buyers from all over the World increased from 1,320 billion
people in 2014 to 2,140 billion people in 2021 (Coppola, 2021). Especially with the Covid-
19 pandemic, e-commerce has grown even more since people were restricted from outside
their homes at certain times. This increased their tendency to use electronic channels to fulfil
their daily needs and complete their transactions. This tendency has hindered people's
negative bias toward e-commerce, and digital channels have been a habit.

Another voguish term has emerged after the massive growth of technology and digital
devices. It has been blockchain technologies. Blockchain technologies promoted the
traditional business process to change profoundly. Blockchain Technologies have also made
a massive impact on society, especially with cryptocurrencies and the investment tendencies
of people. Afterwards, terms called Metaverse and NFT have been popular recently, which
brings people more advanced versions of the technological and digital World with the
Virtual World.

As technology has grown steadily in recent years, technology-related academic
research and scales have also gained popularity. Technology Acceptance Model (TAM) is
among these models (Alambaigi & Ahangari, 2015: 235). Technology Acceptance Model is
the adaptation of users toward a system (Letho & Lee, 2013: 194). The Technology
Acceptance Model is widely used in many disciplines to analyse people's tendency to adopt
systems and new technologies.

This study initially gives a literature review regarding digitalisation, blockchain, e-
commerce, NFT, and Metaverse. Afterwards, the methodology and analysis of the research
have been mentioned. Finally, a discussion and conclusion have been given.

2. Digitalisation

Digitalisation has shown its effects worldwide since the start of the 21% century. The
usage rate of smartphones, computers, and tablets has increased every year. With these
technological devices' increasing and widespread usage, internet usage and dependence have
also increased.
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Usage of the internet has shown a dramatic increase year by year worldwide.
According to Statista (2021), there were approximately one billion internet users worldwide
in 2005. The Worldwide internet user population passed two billion in 2011 and three billion
in 2015. In 2018 this population passed four billion, and by the end of 2021, the internet user
population will be almost five billion. Comparing worldwide internet user numbers from
2005 (one billion and 23 thousand people) to 2021 (four billion and 901 thousand), the
internet user population has increased by %479 within 17 years.

These numbers indicate how much the internet and digitalisation have taken over the
World. Such a spread of internet usage has changed the way society live their lives. People
tend to use digital tools more in their daily lives. With the increasing and widespread usage
of these technological devices, the lives of households have been affected dramatically.
Digitalisation has been identified as one of the major trends changing society and business
(Parviainen et al., 2017: 63).

Digitalisation is a fundamentally disruptive force triggered by the Fourth Industrial
Revolution and the Internet of Things, which has changed how we approach and think about
business processes and activities. In this increasingly digital age, relationships between
organisations (i.e., companies, governmental agencies, and others) and customers are being
reshaped, and new business models are being invented (Parida, 2018).

Accordingly, companies, entrepreneurs, and investors started aiming to create new
digital tools to attract consumers, create new paths with limitless technology opportunities,
and become much more profitable. In the digital age, people have seen born of e-commerce,
the growth of e-commerce, and today e-commerce has grown dramatically. Especially with
the leverage of the Covid-19 pandemic, e-commerce has already been rising with the high
amount of technological penetration of households. The world's total population of e-
commerce buyers increased from 1,320 billion in 2014 to 2,140 billion in 2021 (Coppola,
2021). %18 of all retail sales worldwide are from e-commerce and expected to pass %21 by
2024. Before 2017 this ratio was lower than %10. In 2020 global e-retail sales have grown
by %27,6 (Madasoglu, 2021).

According to Interbrand (2021), Amazon is the most valuable e-commerce platform
in the World and the second most valuable brand among all the brands in the World
(Interbrand, 2021). Amazon has an estimated 2,5 billion monthly visitor traffic (Madasoglu,
2021). These numbers clearly show how much e-commerce has been growing and will grow;
checking the stats of digitalisation and e-commerce, the growth of e-commerce and
digitalisation has a tremendous positive correlation.

Today in the marketing literature, Marketing 5.0 is a popular topic that mainly
presents ideas regarding the world's digital transformation, including such issues as; agile
marketing, artificial intelligence for marketing automation, the internet of things, and
blockchain for marketing (Kotler et al., 2021).
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As contemporary marketing approaches are mainly concerned with digitalisation and
trade is transforming from brick-and-mortar to more e-commerce, consumer demands and
business supplies turned more towards a digital breakthrough.

According to Westerman et al. (2012), positive impacts of digitalisation are already
seen in various industries, where digital leaders outperform their peers (Kotarba, 2017: 123).

El-Darwicheet et al. (2012) claim that consolidation of digitalisation benefits is also
clearly visible on the macroeconomic level, resulting in job creation, innovation, and
economic growth and according to Deloitte Access Economics (2015), as well as increasing
the efficiency of public service and administration (Kotarba, 2017: 123).

3. Blockchain

The internet has seen massive growth during the 21% century. In the sequel, internet-
related platforms have been founded and used widely. These include electronic
marketplaces, business processes, and customised services (Acar & Kucukaltan, 2019: 178).
One of the advanced technologies of recent years has been blockchain. Blockchain is the
technology of the new era, or rather, the software architectural structure. The field of
application is expanding day by day. The ultimate effect is that it can bring purchases face-
to-face, even if not physically. It will either eliminate the intermediaries or cause their
structure to change (Giiven & Sahinéz, 2021: 43).

Blockchain is information technology. But blockchain technology is also many other
things. The blockchain as a decentralised computing paradigm is a game-changing new
computing paradigm. The blockchain is the economic layer that the Web lacks. The
blockchain is the trustless participation mechanism, line-item attribution, credit, evidence,
and compensation incentives tracking schema for any intelligent agent in any cooperation.
(Swan, 2015: 92).

Thanks to blockchain technology, these nonmonetary social currencies may now be
more trackable, transmissible, transactive, and monetisable. Social networks can potentially
transform into social and economic networks (Swan, 2015, 75).

Through tokenisation, blockchain technology has provided access to assets that could
not previously be exchanged rapidly or easily. Tokenisation is a critical component of
Decentralized Finance (DeFi) and a built-in feature of several blockchain topologies. Aside
from its primary job of serving as network fuel, the attributes and features of a token open
up a wide range of economic possibilities (Popescu, 2021: 26).

Blockchain is a database, and data is sequentially recorded in blocks. Each record has
a timestamp. When a block is complete, the next block is produced. The blocks are connected
to each other in the form of a chain. Just as there are databases everywhere, the same is true
for blockchain. Each blockchain is created in the registry (Giiven & Sahinéz, 2021: 44).
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4. Electronic Commerce

As technology has advanced dramatically throughout recent years, electronic
commerce has grown swiftly. With the increased digital penetration worldwide, e-commerce
has also increased with the same acceleration. With e-commerce already overgrowing, the
Covid-19 pandemic has been another milestone for the escalation of e-commerce. With the
Covid-19 pandemic, people were restricted from leaving their houses and had no other
option than buying their daily needs from online platforms, which is included in the scope
of e-commerce. Afterwards, e-commerce became a habit rather than an obligation for
consumers, both for their hedonic needs, like clothes and for their daily needs, like food.
Chen and Dubinsky (2003) argued that with the rich and accessible content of online
shopping, consumers could easily compare prices, and thus it is convenient and time-saving.

E-commerce gives many opportunities to its users, such as being practical, reaching
many products in seconds, more campaigns and discounts, contactless payment
opportunities, availability of many product varieties and especially avoiding leaving the
house.

According to Oberlo (2021), the e-commerce share/retail share ratio was %10,4 in
2017. This ratio has increased to %12,2 in 2018, %14,1 in 2019, %16,1 in 2020, %18,1 in
2021 and %20 in 2022. This ratio is expected to increase to %22 in 2023. It can be easily
interpreted that e-commerce's proportion to total retail shares is increasing % by two every
year, and e-commerce is taking over the commercial world.

In recent years terms like Metaverse and NFT have also become voguish, and these
terms are showing signs of making a leverage effect on the increase of e-commerce. What
made e-commerce that powerful in recent years was people's tendency to use digital channels
even more. Metaverse and NFT terms create a new world, which increases people's tendency
to get involved in the digital world even more.

5. Metaverse

Since 2020, the word "metaverse™ has gained momentum in the tech sector. In 2021,
the phrase metaverse, which referred to a three-dimensional virtual environment populated
by avatars of actual people and was popularised by Neal Stephenson in his novel Snow Crash
(1992), became one of the most popular tech terms (Kim, 2021).

Metaverse term is the combination of the prefix "meta" (implying transcending) with
the word "universe", which describes a hypothetical synthetic environment linked to the
physical World (Lee et al., 2021: 1). The term "metaverse" originates from the science
fiction novel Snow Crash, written by Neal Stephenson (Duan et al., 2021: 1).

According to Smart et al. (2007), the Acceleration Studies Foundation (ASF) divided
the Metaverse into four categories: a virtual world in which a flawless virtual story is
experienced, a mirror world in which the current real World is reflected, augmented reality
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in which increased information is shown in the real world, and lifelogging, which captures
and stores everyday information about people and things (Jeon, 2021: 1).

Metaverse is meant to be a completely immersive virtual reality environment. Virtual
avatars will navigate this digital environment more interactively. It will enable users to
socialise in ways other than exchanging photographs and papers. The Metaverse allows users
to pre-screen real estate properties in virtual reality to purchase residences using tokens.
Metaverse tokens are becoming more popular due to their applications, and they are
transactional entities that may be used to trade in virtual markets (NDTV, 2021).

6. Non-Fungible Token (NFT)

After the emergence of blockchain systems, especially cryptocurrencies, NFT has
been another global trending topic.

A Non-Fungible Token (NFT) represents a one-of-a-kind digital asset that cannot be
exchanged for another NFT of the same sort. A Non-Fungible Token is simply a non-
replicable digital proof of authenticity. NFTs signify ownership of unique goods and are
recorded on a blockchain or distributed ledger. The record of ownership is always available
and unchangeable and assures that there can only be one owner at any moment, thanks to
the security properties of blockchain technology (Popescu, 2021: 26).

NFTs, or Non-Fungible Tokens, are more than simply a way to trade and acquire
digital art. As fashion labels and corporations begin to market themselves by distributing
their NFTs, they have a wide range of real-world applications. NFTs are a means to exchange
everything from social media postings to celebrity assets while keeping the original
authorship of the product. NFTs have breathed new life into gaming platforms as users have
begun to "play to earn". Today, games can assist players in obtaining NFTs, which can then
be exchanged for more outstanding prices on markets. In terms of use cases, NFTs and
Metaverse are similar. In the Metaverse, gaming assets are traded as NFTs using Metaverse
currencies (NDTV, 2021).

7. Methodology

The survey method has been applied for this research. The questionnaire has been
adapted from the original Technology Acceptance Model. Sources of other variables have
been given in the Technology Acceptance Model section.

Accordingly, the survey has been sent to approximately 500 participants, and 74
surveys have been collected, which has been the most significant limitation of this study.
However, many studies related to blockchain technologies have relatively smaller sample
sizes due to an inadequate number of proficient blockchain Technology users (Agustina,
2019: 280; Gil-Cordero et al., 2020: 5). These questionnaires have been sent to blockchain
users since Metaverse, NFT, and cryptocurrencies use the same system, and users of
blockchain technologies: are more adapted to the system. These questionnaires were
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collected from November 2021 to January 2022 using online distribution via Google Forms.
Since adaptation towards Metaverse, NFT, and e-commerce still needs to be outstanding,
the participant number could be much higher. According to the literature regarding TAM,
numerous studies have been published using a low number of participants among the studies
using PLS-SEM.

The convenience method has been selected as the most appropriate tool to utilise
among the random sampling methods.

Figure: 1
Proposed Model

Trust
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Enjoyment / Intention

Perceived Ease of
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Perceived Iy
Compatibility

Technology Acceptance Model (TAM)

8. Technology Acceptance Model (TAM)

The interpretation of human behaviour by experts has been a frequently studied
subject. In this sense, TAM has become an often-used model for understanding user
behaviour in adopting new technologies. On the other hand, TAM bases its theoretical
infrastructure on the Reasoned Action Theory (GET), which assumes that human behaviour
is due to specific causes (Davis et al., 1989: 990; Kong et al., 2021: 366; Rafique et al., 2020:
4).

TAM aims to explain the determinants of acceptance in information technologies
while trying to understand people's behaviour in information technologies. The Technology
Acceptance Model provides the basis for examining and understanding the impact of
technology acceptance, external factors, internal beliefs, attitudes, and the intention (Davis
et al., 1989: 989; Venkatesh & Davis, 1996: 455; Manis & Choi, 2019: 505).

TAM includes active use, intention, attitude towards innovation, perceived
usefulness, and perceived ease of use of new technological devices or applications (Davis et
al., 1989: 990; Venkatesh & Morris, 2000: 118; Venkatesh & Bala, 2008: 276).
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Intention consists of positive or negative thoughts of people towards active use. Since
social psychologists see intention as the antecedent of behaviour, it is seen as the most
critical variable affecting active service. The choice to use the variable used in the research
is the most important factor explaining the usage behaviour of people in this context
(Venkatesh & Davis, 1996: 460; Davis et al., 1989: 993; Assaker, 2020: 437). According to
the literature, the following hypotheses have been formed.

H1: Perceived usefulness (PU) affects the intention to use Metaverse.

H2: Perceived Ease of Use (PEOU) affects the intention to use Metaverse.

The perceived usefulness of people determines the degree to which they believe their
job performance will increase when they use new technology. The usefulness perceived by
users of the system is affected by external factors. With the differentiation of processes in
TAM, different variables that may affect the perceived usefulness can be added to the model.
(Sukendro et al., 2020: 8). According to the literature, the following hypothesis was formed.
One of the crucial factors for the widespread use of new technology is the perceived ease of
use factor. The ease of use of the system when users use the systems plays a vital role in
determining the intention (Davis, 1989: 326; Davis, 1993: 478). Technologies with ease of
use have a positive effect on purpose in the adoption process. According to the literature, the
following hypothesis was formed.

H3: Perceived Ease of Use (PEOU) has an impact on Perceived usefulness.

Trust has been a crucial external factor in the adoption of technological innovation.
The phenomenon of trust perceived by people will directly affect the use of the system. The
reason is that the interaction will be limited as new technologies bring uncertainty. For this
reason, the trust variable has been a frequently used factor when examining the acceptance
processes of innovations (Gefen, 2000: 728; Pavlou, 2003: 118; Pavlou & Gefen, 2004: 44;
Schierz et al., 2010: 212). Since the technological innovation examined in the research is
digital money, measuring users' trust in innovation is imperative. According to the literature,
the following hypotheses have been formed (Jarvenpaa et al., 1999).

H4: Perceived Trust (T) affects Perceived Usefulness.

H5: Perceived Trust (T) affects Perceived Ease of Use.

Perceived enjoyment is directly related to people's intrinsic motivations. If people use
the system in a fun way, if the general use of the system is not actively used, it will positively
affect their intention to use it. Since the Metaverse system is a 3-dimensional system, the
Enjoyment variable was added to the model, considering that the entertainment perceived

by the people is important. According to the literature, the following hypotheses have been
formed (Linares et al., 2021: 5).

H6: Perceived Enjoyment (E) affects Perceived Usefulness.

H7: Perceived Enjoyment (E) affects Perceived Ease of Use.
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Perceived compatibility is people believing that their habits and adoption of new
technology will match. The compatibility of innovations with people’s past habits is
considered an important external factor in the adoption of technology (Karahanna et al.,
1999: 191; Plouffe et al., 2001: 214; Ramadhiana et al., 2021: 4). According to the literature,
the following hypotheses have been formed.

H8: Perceived Compatibility (PC) affects Perceived Usefulness.
H9: Perceived Compatibility (PC) affects Perceived Ease of Use.

As seen in Table 1, it is seen that the research conducted for adopting new
technologies within the framework of TAM is specific to applications and devices developed
with the development of technological devices. While continuing its technological
development, it is observed that most transactions previously performed in the physical
environment are transferred to online environments.

In studies by Salloum et al. (2019), Sukendro et al. (2020) and Rafique et al. (2020),
it is seen that education and learning are related to the transfer of teaching and learning to
the digital environment with the spread of technology devices. In the studies of Min et al.
(2019), Ramadhiana et al. (2021) and Kong et al. (2021), there are studies on the acceptance
of mobile applications. Learning the factors that affect people's use of mobile applications
will provide a healthier service with the improvements to be made. Toraman (2022b)
measured people's perceptions, attitudes and intentions towards metaverse technology. It has
been concluded that Metaverse can be a self-sufficient ecosystem in the future. Manis et al.
(2019); Linares et al. (2001); Sagnier et al. (2021); Fussell and Truong's studies, on the other
hand, try the upper levels according to the time of technological developments. The studies
examine the acceptance of technologies that enable people to be in different places without
leaving their environment. Considering the studies in general, hypotheses that give
successful results in some studies do not provide the same results in others. The reason for
this can be seen as the sample difference and the fact that people have different behaviours.
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Table: 1
Literature Review of Technology Acceptance Model (TAM)
Year Author (s) Sector Hypothesis Relation Model
TR>PU Not Supported
. TR->PEOU Supported
2010 Chandra et al. Nev’\;(‘l)'t;eﬁgr;oalor%)éﬁcsceggamnce. PEOU~>I Not Supported
Y 4 PU->I Supported
PEOU->PU Supported
PEOU->PU Supported
. PU->I Supported
2019 Salloum et al. New TechEn_(I)_Ié)agr)r/]iﬁcceptance. PEOU~>| Supported
9 ATI Supported
1>AU Supported
C->PU Supported
X C->PEOU Supported
2019 Min et al. Nel‘j’becMhzg:feng"l‘i’g;’ttiZ';fe' PUSAT | Supported
PP PEOUAT | _ Supported
AT-I Supported
AT-I Supported
. New Technology Acceptance: PU->I Supported
2019 | Manis etal. The Virtual Reality Hardware (VR) | PUSAT | _Supported
PEOU->PU Supported
. PU->I Supported
2020 | Sagnier etal. New Te@mﬁggge’;?fe"ta”“' PEOUSI | Not Supported
Y PEOU-PU | Not Supported
PEOU->PU Supported
New Technology Acceptance: PUSAT Not Supported
2020 Sukendro et al. E-LeSr):ﬂn P ’ PEOU->AT Supported Technology Acceptance Model (TAM)
9 AT->1 Supported and Diffusion of Innovation Theory (DIT)
PU-I Supported
. PEOU->PU Supported
2020 Rafique et al. New Temggilrﬁgi/b,;crceptance. PU->I Supported
Y PEOU~>| Supported
PEOU->PU Supported
PU>AT Supported
New Technology Acceptance: PEOU->AT Supported
2021 Kong etal. Mobile Social Media AT Supported
PU->I Not Supported
PEOU->I Supported
PC->PU Supported
. New Technology Acceptance: PC->PEOU Supported
2021 | Ramadhiana et al. Virtual Hotel Operator Applications PU->I Supported
PEOU->I Supported
PEOU->PU Supported
2022 Fussell, S.G. New Technology Acceptance: PU>AT Supported
& Truong, D. Virtual reality PEOU->AT Supported
PBC~>1 Supported
X PE>FE Supported
2021 Linares et al. New Tegnq?;ggéafni}cseptance. PE->CI Supported
PEOU->PE Supported
PU->I Supported
2022 Toraman Y. Metaverse E-Commerce PEOU->PU Supported
AT1 Supported

PU: Perceived Usefulness, PE: Perceived Enjoyment C: Compatibility, PEOU: Perceived Ease of Use, AT: Attitude, I: Intention, AU: Actual Use,
PBC: Perceived Behavioural Control, TR: Trust, E: Enjoyment, FE: Flow Experience, CI: Continuance Intention.
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9. Analysis

Firstly, reliability analysis has been conducted for the research. The most commonly
used methads for the reliability analysis are 'Factor Loading', 'Cronbach’s Alpha’, 'Composite
Reliability', and 'Average Variance Extracted'.

According to Gegit and Taskin (2020), Cronbach's Alpha values are the most widely
used reliability tests. Reliability is that a scale does not contain random errors (Yiikselen,
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2017: 117). Cronbach's Alpha is the most classically accepted measure of reliability. In
contrast, build reliability tends to overestimate internal consistency reliability, thus leading
to relatively higher reliability estimates. Accordingly, it is reasonable to consider both
criteria and interpret their results (Hair et al., 2016: 137). AVE is defined as the sizeable
average value of the square loads of the structure-related indicators. In other words, it is the
sum of the square loads divided by the number of indicators (Hair et al., 2016: 138). In
analysis, Cronbach's Alpha, Structural Reliability, and AVE values should be higher than
0.700 (Hair et al., 2016: 136).

The scale used for this article includes variables of enjoyment, perceived
compatibility, trust, perceived ease of use, perceived usefulness and intention. This scale has
been adopted by Venkatesh (2000); Holsapple and Wu (2007). Factor analysis of the
questions related to these items is given in Table 2:

Table: 2
Factor Analysis
Items Questions Factor Loading
E1l It would be fun to use a virtual reality device. 0.890
E2 | will not be bored while using a virtual reality device. 0.939
E3 Virtual reality devices will make my leisure time more fun. -
PC1 Using metaverse fits well with my lifestyle. 0.927
PC2 Using metaverse fits well with how | purchase products and services. 0.918
PC3 | would appreciate using metaverse instead of alternative models of payment. 0.899
T1 | trust metaverse systems to be reliable. 0.907
T2 | trust metaverse systems to be secure. -
T3 | believe metaverse systems are trustworthy. -
T4 | trust metaverse systems. 0.917
T5 Even if the metaverse systems are not monitored, | will trust them to do the job correctly. 0.894
PU1 Using metaverse systems would enable me to accomplish financial tasks and payments quickly. 0.950
PU2 Using metaverse systems would improve my performance in making payments. 0.952
PU3 Using metaverse systems would enhance my effectiveness in making payments. -
PU4 Using metaverse systems would make it easier for me to manage and make payments. 0.932
PEOU1 | Learning to use metaverse systems would be easy for me. 0.922
PEOU2 | Getting the metaverse system to do what | want it to do would be easy. 0.950
PEOU3 | My interaction with the metaverse system would be clear and understandable. -
PEOU4 | It would be easy for me to become skilful at using the metaverse system. 0.908
11 1 am likely to use metaverse in the near future. 0.963
12 | am willing to use metaverse in the near future. -
13 | intend to use metaverse when the opportunity arises. 0.960

: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use, T: Trust, PC: Perceived Compatibility, E: Enjoyment.

All items have strong factor loading values, as seen from the factor analysis. After
conducting a factor analysis for the scale, a reliability analysis was conducted to find out the
reliability of the scale. The reliability analysis table is given in Table 3.
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Table: 3
Reliability Analysis
Items Factor Loading Cronbach's Alpha Composite Reliability Average Variance Extracted (AVE)
El 0.890
E2 0.939 0.808 0.911 0.836
PC1 0.927
PC2 0.918 0.903 0.906 0837
PC3 0.899
T1 0.907
T4 0.917 0.891 0.900 0.821
T5 0.894
PU1 0.950
PU2 0.952 0.940 0.943 0.893
PU4 0.932
PEOU1 0.922
PEOU2 0.950 0.918 0.922 0.860
PEOU4 0.908
11 0.963
12 0.960 0.918 0.919 0.924

: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use, T: Trust, PC: Perceived Compatibility, E: Enjoyment.

It is expected for all values to be higher than 0,700, and according to the Table, all
values from the items are higher than 0,800. Most of them are even higher than 0,900. This
proves that the model has strong reliability.

When the Multicollinearity and Variance Inflation Factors (VIF) values of the
research are examined, the VIF value of the perceived usefulness (PU2) variable is 4.860.
Since VIF values between 1 and 5 are accepted in the literature, the value of PU2 is
acceptable. When the sub-dimensions of the model are examined, the values are between
1.849 and 4.384. T1, T2, E3, PU3, PEOUS, and 13 sub-dimensions were excluded from the
model due to the multi-connection problem (Daoud, 2017: 3).

Figure: 2
Path Analysis of Research
™~

Gosp 0852 0932

0.804

_—0.963—W
—0.960

0.102

PC3 +—0.200 —] Q922 posp 0.908
40927
pC1 \.
pc PEOUT PEOU2 PEOU4

I: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use, T: Trust, PC: Perceived Compatibility, E: Enjoyment.
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Figure 2 shows the model of the research. All the research applications have been
conducted accordingly to the above-shown figure. The arrows near the variables indicate
factor loadings, and as seen from the figure, all factors related to the variables have a high
factor loading ranging from 0,894 to 0,963.

The arrows between variables show path coefficients between variables. As seen in
Figure 1, all the variables have a positive path coefficient, which means accepted variables
have a positive effect.

Table: 4
Outputs of Structural Model
Hypothesis Relation Path Coefficient t value p-value <0,05 Hypothesis supported?
H1 E->PU 0.305 4.257 0.000 Supported
H2 E->PEOU 0.418 3.132 0.002 Supported
H3 PC>PU 0.419 4.272 0.000 Supported
H4 PC>PEOU 0.119 0.570 0.569 Not Supported
H5 T->PU 0.151 2117 0.034 Supported
H6 T->PEOU 0.139 0.858 0.391 Not Supported
H7 PEOU~>PU 0.188 2.550 0.011 Not Supported
H8 PEOU~>I 0.102 1.222 0.222 Supported
H9 PU-I 0.804 11.778 0.000 Supported

Significant in the p<0.05 value range. I: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use, T: Trust, PC: Perceived Compatibility,
E: Enjoyment.

Table 4 shows the results of the hypothesis from H1 to H9. Accordingly, the H1, H2,
H3, H5, H7 and H9 hypotheses have been accepted since the p values of these hypotheses
are lower than the desired value of 0,05. H4, H6, and H8 hypotheses are rejected since these
hypotheses have a p-value higher than 0,05. Even though these three hypotheses have been
denied, they will still be analysed on indirect and total effects since this study includes the
mediator effect.

Table: 5
Indirect Effects
[ Relation [ t value [ p-value |
[ PEOU->PU-I | 2.463 | 0.014 |

Significant in the p<0.05 value range. I: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use.

Table 5 indicates the indirect effect, as the study has a mediation effect. Thus, the
PEOU variable has been the independent variable, PU has been the mediator variable, and
then | variable has been the dependent variable. The p-value is lower than the value of 0,05,
and the PEUO -> | effect has been rejected. As PEOU -> | has been rejected and PEOU >
PU - | effect has been accepted, it can be said that the mediation effect has been accepted.

Table: 6
Total Effects
Relation t value p-value
E->I 4.930 0.000
PC->1 4.202 0.000
T>1 2.255 0.024

I: Intention, T: Trust, PC: Perceived Compatibility, E: Enjoyment.
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In the research analysis, hypotheses seen on the total effects table were not included.
The effect of the independent variables of the research model on the intention is shown in
the table above.

Table: 7
R? Values of Variables
Items R? Radj?
PU 0.847 0.838
PEOU 0.381 0.354
I 0.767 0.760

I: Intention, PU: Perceived Usefulness, PEOU: Perceived Ease of Use.

In academic studies related to consumer behaviour, R? values higher than 0,200 are
acceptable (Hair et al., 2011: 147). According to the analysis, all R? values are significantly
higher than the value of 0,200, ranging from 0,354 to 0,847.

10. Discussion

The development of technology causes both devices and internet connections to be
better, to increase the transaction performance of people and indirectly to increase the time
spent in the digital environment.

Blockchain-based crypto money systems, NFT, and Metaverse are increasing the
number of users daily and are becoming areas where people are more interested. On
Metaverse systems, H&M, Samsung, Adidas, GUCCI, J.P. Morgan, etc., it is seen that
brands participate in new marketplace creation activities (J.P. Morgan, 2022).

The research analyses the perception, attitude, and usage intention of potential users
towards the system while carrying out company operations to transfer electronic commerce
activities to Metaverse systems.

Technology Acceptance Model (TAM), frequently used in the literature, was used in
research on the acceptance of new technologies. Determining the perceptions of potential
users towards the Metaverse system will support the construction of a more stable Metaverse
system with the necessary regulations in the future.

When the hypotheses tests of the research were examined, the H4, H6 and H8
hypotheses were rejected, and other hypotheses were accepted. Hypotheses H4 and H6 were
obtained from the analysis results, which were not related to the ease of use of the Metaverse
system of perceived compatibility and trust. Still, they were related to the benefit that people
obtained from the system. The H8 hypothesis, on the other hand, did not have a direct effect,
as perceived ease of use had an indirect relationship with intention. The participants'
opinions about the ease of use affect the benefit they will get from the system and indirectly
affect their choices.
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The fact that the users perceive the Metaverse system as a game makes the enjoyment
variable important. For people to spend more time in a 3-dimensional world, the system must
provide people to have a good time. It is seen that the fun of metaverse systems directly
affects people's perceived usefulness and intentions to use them. In this context, the
acceptance of the H1 and H2 hypotheses is among the important results of the research. The
fact that shopping processes have become a 3-dimensional travel entertainment shows that
the past e-commerce habits of the buildings have partially evolved (Alalwan et al., 2018:
105).

The compatibility that users perceive from metaverse systems is also very important.
The use of systems people see as compatible with them is positively affected. In particular,
results have been parallel to the literature obtained in the research. The positive effect of
perceived compatibility on the perceived usefulness of the individual is among the essential
results of the study. On the other hand, when the total outcomes are examined, the perceived
compatibility also affects the intention emphasising the necessity of showing parallelism to
the past habits of the people of the metaverse systems in the future. (Ramadhiana et al., 2021
2-5). As aresult, since people are already carrying out their e-commerce activities in digital
environments, it is concluded that they can shop from the retailer of the same brand in the
metaverse system.

People prefer to interact in systems they trust. For this reason, with the development
of technology, the change of e-commerce marketplaces and the acceptance of use are closely
related to the system's reliability. As can be seen in the H5 hypotheses, users' finding the
system safe has a direct effect on their perceived usefulness. On the other hand, as seen in
the total effects table, it also affects intention. Having a safe environment where people can
shop while spending time is crucial (Alalwan et al., 2018: 105; Al-Sharafi et al., 2016).

As emphasised above, it is seen that the independent variables in the research model,
Perceived Compatibility, enjoyment, and trust metaverse systems, are important factors for
people to buy their products and services from brands and businesses.

The fact that R? and Radj? values are higher than 0.70 in the research shows that it
has a substantial explanation percentage (Agustina, 2019: 280-284). Therefore, it is possible
to say that the independent variables included in the research model are sufficient. However,
expanding the research with different variables will positively contribute to the literature.

11. Conclusion

Technological developments have made it necessary to move traditional market areas
to digital environments. While the products were sold through the websites, the product
sales, the follow-up of the product delivery processes, and post-delivery customer support
services were carried out in digital environments. In this context, e-commerce, which first
entered human life with websites, was carried out through new channels such as social media
platforms and mobile applications. Today, there is a shift towards metaverse systems using
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blockchain technology in their infrastructure. Primarily due to the COVID-19 pandemic,
even people's daily shopping is carried out through e-commerce platforms as more and more
people are switching from classical commerce towards e-commerce with the increase of
digitalisation and the tendency changes that occurred with the Covid-19 pandemic.

Many brands have started e-commerce activities in metaverse systems, indicating that
the system is deemed suitable for investment. For example, with an agreement with the
clothing giant Gucci Superplastic, the partnership in Super Gucci NFT works has been taken.
Three special NFT series will be created and sold under the Super Gucci brand (Supergucci,
2022). NFTs to be issued by Adidas will be another example of this issue (J.P. Morgan,
2022). From this point of view, many companies in the future will increase their activities
in the digital environment and want to increase their market share. With new technologies
introduced and adapted by the households, different innovation adaptation models similar to
the TAM may be used.

Due to the use of blockchain technology in the Metaverse infrastructure,
cryptocurrencies have a relationship with cold and hot wallets. Specific to Turkey, the
Central Bank of the Republic of Turkey (CBRT) announced that Digital Turkish Lira (DTL)
will be tested in 2023, which will contribute positively to the active use of Metaverse
technology in the future. In this context, with the introduction of DTL in the future, the
Turkish Lira can be used in the Metaverse system. This situation will enable the spread out
of Metaverse (Toraman, 2022a, 373).

12. Limitations

The most significant limitation of this study has been the number of respondents. As
mentioned in the 'Methodology' section, people need to be more highly adapted to Metaverse
and NFT as of early 2022. This adaptation would probably increase in the future, but as one
of the earlier studies related to these terms, the sample size has been negligible.

Another sampling method, such as snowball sampling, could have been used.
However, knowledge of system users and the total number of system users are relatively
low; a sampling method like snowball would not be practical for now. This method can be
significantly used with the increasing number of adaptations towards these systems in the
future.
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Abstract

Inflation causes high taxation -although real income does not increase- because the income tax
base targets nominal income. This situation results in taxation as if the ability to pay has increased,
although it has not. Compensation for this deflecting effect of inflation in the income tax tariff requires
growing the income segments included in the tariff at the rate of inflation regularly experienced yearly.
However, the current need for public revenue can cause governments to make regulations in favour of
the administration and against taxpayers -almost by creating an undervaluation- while providing this
requirement. It is called "cold progression™ in the literature. In this study, which draws attention to the
distortions caused by inflation in the tax system, the evidence obtained shows the existence of cold
progression.
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JEL Classification Codes: H2, H24, E31.
Oz

Enflasyon, gelir vergisi matrahinin nominal geliri hedef almasindan dolay1 -reel gelir artmasa
da- yiiksek orandan vergilemeye sebep olur ve bu, aslinda 6deme giicii artmadigi halde artmug gibi
vergilendirilmesi sonucunu dogurur. Enflasyonun gelir vergisi tarifesinde meydana getirdigi bu
saptirict etkinin telafisi, tarifede yer alan gelir dilimlerinin her yil diizenli olarak yasanan enflasyon
oraninda arttirilmasini gerektirir. Lakin var olan kamusal gelir ihtiyaci, hitkiimetlerin bu gerekliligi
saglarken -adeta eksik degerleme yaparak- idare lehine ve miikellefler aleyhine olacak sekilde
diizenleme yapmalarina sebep olabilir ki, literatiirde buna “soguk artan oranlilik” adi verilir.

Enflasyonun vergi sisteminde yol agtig1 bozulmalara dikkat ¢ceken bu ¢alismada elde edilen kanitlar
soguk artan oranliligin varligimi gostermektedir.

Anahtar Sozciikler :  Enflasyon, Kisisel Gelir Vergisi, Soguk Artan Oranlilik, Enflasyon
Vergisi.
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1. Introduction

The effects of inflation are divided into payment and declaration effects. The payment
effect shows which categories bear the burden of the revenues provided to the government
due to inflation, and the declaration effect indicates what kind of changes taxpayers will
make in their preferences, considering that inflation will continue (Bulutoglu, 1962: 247).
Accordingly, household members filling the gas tank of their vehicles, storing food in their
refrigerators, stocking canned food and pasta in their cellars, and buying one or two-sizes
larger shoes and clothes for their young children are examples of the declaration effect of
inflation. The main reason behind such behaviour, which means forwarding of consumption,
is the expectation that the purchasing power, which has decreased with inflation, will also
decrease further in the future. The resource that makes this behaviour, which gives protection
against inflation for a while, possible, is their budget. The protection afforded by those with
large budgets, namely those with higher incomes, is more significant in volume and
prolonged in duration. The ones with low and fixed incomes have limited opportunities, like
their budgets, to protect themselves from inflation by engaging in such behaviours.

The income effect of inflation occurs when inflation decreases the real income of
those whose incomes increase slower and less than prices, while there is an increase for those
whose incomes rise faster and more. Accordingly, with the assumption that the per capita
income is constant during the period, inflation provides an implicit income transfer from the
first group to the second one. This transfer of real income also applies to those whose assets
increase less than current prices and those whose assets increase more (Bulutoglu, 1962:
248). The income effect of inflation is also valid for debt relationships and taxation, which
is the forced version of this relationship. Thus, inflation is satisfactory for the borrower party
in debt contracts settled in national currency. Because of the burden of real interest, which
will be paid due to inflation, it lightened. This effect is also valid for reducing the tax burden
on taxpayers. On the opposite side, inflation reduces the real value of the state’s tax revenue,
called the Olivera-Tanzi Effect in the literature. However, since inflation affects all kinds of
monetary values in the tax system, it also has consequences for taxpayers. One of these
outcomes is cold progression, which is likely to be realised because of the progressive tax
tariffs. To give an idea at the start, cold progression can be expressed as “the government
update the income brackets in the progressive tariff in an inflationary environment by
making an undervaluation for the next period and thus exposing the increased nominal
income to the upper bracket tax rates”.

This study, which focuses on determining the scope of cold progression and
investigating its existence for the Turkish Income Tax, consists of five chapters apart from
the introduction and conclusion. The literature is given in the first chapter. In the second
chapter, the challenges caused by inflation in terms of taxation are revealed, and these are
elaborated on the destructions in tax systems and deviations from ideal taxation. In the third
chapter, progressive taxation is briefly analysed in terms of taxation techniques, and its
advantages for fair taxation are emphasised. In the fourth chapter, cold progression, the
subject of our study, is defined and demonstrated through solid examples. Its relationship
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with the automatic stabilisation feature of the progressive tariff is established. In the fifth
chapter, the cold progression that has been caused is revealed. The implicit real income
transfer that it causes - in other words, the deviations from tax justice - is presented
concretely by making a recent period analysis of the Turkish Income Tax tariff for fifteen
years in two different categories: between 2006-18 and between 2019-21. The study ends
with the conclusion part, in which possible solutions are discussed to compensate for the
deviations derived from the cold progression.

2. Literature

Studies on cold progression are very limited in the literature. The studies within this
context that are conducted for the USA, Austria and Germany are as follows: Heer and
Stssmuth (2003), who examined the effects of cold progression on income distribution in
the US economy, primarily focused on the impact of income tax brackets and found the
development of high inflation on income distribution to be smaller with the model they have
developed. However, they found that the long duration of adjustments in income tax tariffs
significantly reduces production, employment and savings. Kucsera and Lorenz (2016)
examined the effects of cold progression in Austria between 2016-21. They found an
additional tax burden of 1,356 Euros occurred for five years due to the hidden tax increase.
To avoid the effects of cold proportionality, they suggested changing the tax bracket
thresholds and automatically determining tax rates in line with annual inflation in case
inflation reaches a certain percentage. Gottfried and Witczak (2008) estimated the total
income from income tax for 2010-12 with the microsimulation model in their study on cold
progression in Germany. According to that, because of the annual growth of 1.97% and the
cold progression, approximately 9 billion Euros of tax revenue will be gained from 2010-
12. The taxpayers who are affected by cold progression are particularly low-income
taxpayers. Despite that, taxpayers with high/very high taxable income are not affected by
the course of cold progression. Tax rates are the reason for this unequal situation in question.

Although there is no specific study directly under the name of cold progression in
Turkey, studies discuss the relationship between inflation and income tax in various
dimensions. For example, Akbulut (2021) examined the effects of interest, inflation and
income tax on income distribution in Turkey. Accordingly, it has been concluded that
inflation and interest negatively affect fair income distribution. Sanver and Saygi1 (2019)
analysed the income tax tariff regarding fiscal drag between 2009-19 in Turkey. According
to the study, the income tax tariff steps should be adjusted yearly to avoid the fiscal drag
effect. Oztiirk et al. (2019) examined the impact of economic variables on tax revenues and
handed the period between 1980-2017 in their study. According to that, inflation affects tax
revenues negatively in Turkey. Sahan (2005) examined the effects of inflation on the income
tax tariff between 1980-2004 in Turkey. Three main findings were achieved in the study.
Accordingly, inflation destroys the income tax, increases the taxpayer's income tax
assessment and causes deviations in the objectives of the tax system.
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Looking at the literature, it can be stated that the calculation of cold progression in
Turkey is neglected. The cold progression between 2006-21 is calculated in this study. This
study will try to show that inflation will prevent or even annihilate an effective tax system
through cold progression. The primary motivation of the study is to show that if the
necessary tariff updates are not made, the income tax will not have effective results in the
face of cyclical phenomena such as inflation. The study is expected to contribute to the
literature in the context of re-discussing problematic tax practices in terms of tax justice.

3. Challenges of Inflation on Taxation

Inflation, one of the most familiar concepts in an economy, is a phenomenon that
confronts economies with long periods of instability. Although inflation is generally defined
as the rate of continuous increase in prices in a certain period, it can also be considered a
large scale that occurs in fees or living costs. No matter in which context it is being
discussed, inflation represents how expensive the relevant goods and services have become
for a certain period (Oner, 2010: 44). Inflation means the increase in the general level of
prices in a certain period affects all kinds of quantity variables determined in national
currency in terms of devaluation. For example, it is highly wrong to announce GDP increases
as the “growth rate” without removing the effect of inflation since growth shall be real. The
same is also valid for wages. Accordingly, transferring the wage amount to the next period
by increasing the wage in the amount of the inflation rate raises it but does not increase the
purchasing power. Again, inflation devalues quantity variables. Since taxation is a technical
field, it is essential to have many quantity variables in tax systems. Exception limits,
deduction amounts, exemption limits, minimum living levels, administrative penalty
amounts, and tax tariffs can be examples of quantitative variables in the tax system. Inflation
requires constant updates of such quantity variables in the system. Otherwise, the tax system
will be out of date.

3.1. Deviations from Ideal Taxation Due to Inflation

Taxes, which governments use as the primary means of financing increased public
expenditure, should have a set of principles. These are fairness, efficiency, impartiality,
certainty, simplicity and flexibility (OECD, 2014: 30-31). In addition, equality before the
law, utility, generality, general response, non-retroactivity, economy, and consistency,
prohibition of comparison, interference, proportionality, simplicity, allocation and
conformity are among such principles (Sara¢ & Eroglu, 2021: 7). Inflation has deviating
effects on ideal taxation. These effects appear in the form of destruction in terms of taxation
principles. It is possible to summarise them as follows:

Fairness: It is one of the principles that inflation primarily harms. To achieve tax
justice, techniques such as exemption, exclusion, minimum living allowance,
progressiveness, and rate differentiation are used. The goal is to reveal the taxpayers’
ability to pay. Inflation intensifies progressivity and increases the real tax burden
(Oncel, 1995: 493). Adoption of the progressive tariff in taxation ensures that the
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taxpayer with higher paying ability pays more tax proportionally than the taxpayer
with less ability to pay (Sagbas & Sarug, 2020: 97). However, as a result of tax
bracket drag that occurs in the presence of inflation causes the taxpayer's purchasing
power does not increase, but the taxpayer enters a higher income bracket, and the
increasing proportionality, which is desired to serve justice, has the opposite results.
Certainty: This principle, which emphasises the inevitability of taxes, reveals the
necessity of the absence of arbitrariness in taxation. Since inflation creates monetary
and real value differences, it creates uncertainty in taxation. It makes it difficult for
taxpayers to predict their tax payments (Oncel et al., 1992: 47). The dominance of
uncertainty in taxation paves the way for injustice or, even if there is none, creates an
acceleration in this direction. The thought that there is no justice and trust disturb
taxpayers and increases their reaction to taxes. Thus, the management of the system
becomes difficult (Sarac & Eroglu, 2021: 25).

Flexibility: The principle of flexibility, which emphasises the ability of taxes to
follow changes in the ability to pay, suffers in an inflationist environment. Since
inflation causes increases in monetary income, it grinds all kinds of quantity variables
in the tax system. For example, monetary income increases may cause the exception
limit to be exceeded. This causes taxpayers to be treated as if their ability to pay has
increased, even though it has not. Inflation can give opposite results to the flexibility
principle by taxing taxpayers who do not have an increased ability to pay due to the
high-income elasticity of the progressive tariff.

Economy: The principle of economy, which is about collecting taxes with the least
possible expense, suffers from inflation. Because in an inflationary environment, it
becomes difficult for taxpayers and the administration to adapt to the tax system.
Inflation makes the operation of the tax system costly. The system has to be
constantly revised due to inflation. The inflationary environment increases the costs
incurred by both the administration and taxpayers.

Consistency: The principle of consistency, which emphasises the importance of not
changing tax regulations too often, has to be suspended in an inflationary
environment. Because all amount variables in the tax system, which are worn out due
to inflation, need to be updated. In countries with chronic inflation, the frequency of
such adjustments may occur several times a year. Governments that take inflation for
granted may make fewer adjustments with the concept called revaluation rate.
However, it should be monitored whether this ratio is applied as much as it should be
in this case. Inflation, which deviates from the principle of consistency in taxation in
this aspect, makes the system's operation expensive and makes it difficult for
taxpayers to comply with the tax.

Simplicity: The principle of simplicity, which means clarity in taxation, is perhaps
the most easily accepted by inflation. Because the tax authority should eliminate the
erosion caused by inflation in quantity variables, this can be done with continuous
adjustments. Still, it deviates from the principle of stability, as stated. Techniques
such as inflation accounting demanded by taxpayers in countries experiencing
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chronic inflation, although necessary for tax justice, further increase the violations of
simplicity experienced due to inflation and increase the audit costs of the system.
Impartiality: The principle of impartiality, which means that taxes do not have a
diversion effect on taxpayer behaviour, naturally wears out as inflation is a kind of
deviation. The damage to the tax bases due to inflation may disrupt the savings and
investment decisions of taxpayers who have to pay high taxes (Poterba & Rotemberg,
1990: 1). The system's loss of impartiality results in increased taxpayer reactions and
tax non-compliance. After all, the impartiality of the tax system is one of the most
important values that the liberal rhetoric adopts, making it their motto.

Efficiency: The value of the revenue obtained decreases due to delays in the taxation
process due to inflation (Sara¢ & Eroglu, 2021: 37). Inflation destroys the fiscal
purpose of taxes and pushes the government to seek new sources of income
constantly.

The damage caused by inflation to taxation principles and the deviations from the
ideal taxation it creates reveals the necessity of fighting against inflation since the principles
cannot be shaped and stretched according to the conjuncture. Taxes are already a tool in the
fight against inflation. Successful tax policies followed by governments can provide
solutions to inflation. On the other hand, the government’s attitude towards accepting
inflation and short-term solutions for the bypass may cause an escalation of problems. Since
inflation destroys many taxation principles, it is impossible to establish an ideal tax system
despite inflation. However, the research question of this study is to discuss the tax damages
caused by inflation in the context of cold progression. For this reason, discussions on
eliminating the damage caused by inflation with tools such as inflation accounting have not
been discussed within this scope.

3.2. The Destruction Inflation Creates in the Tax System

A continuous and high inflation rate causes severe adverse effects on the economy.
When viewed from the interaction processes' perspective, these destructive effects transition
from micro decision level to macro imbalances. The interest of analysis and research is
mainly on the relationship between inflation and macro balances. After all, inflation is a
macro-level phenomenon by definition and nature (Berksoy, 1996: 1). taxes are the indicator
of inflation, which impacts many macroeconomic indicators, and that is the focus of this
study. Calculating tax as a fraction of nominal variables causes inflation to increase effective
tax rates. The relationship between the nominally defined tax system and inflation ultimately
disrupts the vertical justice of the tax burden and causes unfair distribution (Immervoll,
2000: 2-5). In many countries, tax systems still need to be fully integrated into inflation.
However, the possible effects of inflation on the tax system must be considered for healthy
public finance. The best way is to keep inflation under control; since this will not always be
possible, adjusting tax systems according to inflation is indispensable (Thuronyi, 1996: 434).

Inflation can affect taxpayers through three different channels. These are listed as (i)
effects on the calculating of taxable income, (ii) changes in real factor incomes, and (iii)
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changes in the real value of all deductions, exemptions, and legally nominal tax provisions
(Aaron, 1976: 193). These effects vary depending on whether the tax laws are designed for
inflation. While tax laws are concerned with calculating received income, they may ignore
income-generating factors (Aaron, 1976: 193). Inflation affects real tax burdens through
channels such as tax liabilities and tax base (Immervoll, 2000: 2-3).

Since tax liabilities are nominal amounts, they are only one of the most apparent
distortions in the tax burden. Especially from the perspective of income taxpayers, this
situation arises from collection delays. Failure to fix this may lead to unequal tax practices.
Another negative aspect arises regarding tax bases. Thus, an income tax base defined as
nominal does not consider the changes in consumption potential due to the difference in the
purchasing power of money that will occur due to inflation. Ignoring the effects of changes
in the value of money on income will result in an unfair distribution of the tax burden. Failure
to adjust the tax base to changes in value due to currency depreciation often leads to
significant deviations in tax. Another critical issue is moving to higher tax brackets in
progressive tariffs due to inflation. This situation, which varies according to the severity of
inflation, needs to be fully understood by the public as it needs to be approved by the political
process. So, the issue in question means an automatic tax increase. This situation is attractive
for politicians as it is a suitable financing way for increased public expenditures (Immervoll,
2000: 3-4). Inflation may affect the amounts of exceptions and exemptions in the tax system
and cause low incomes that should be excluded from taxation to be included in the tax scope.
This development is against low-income groups and causes the tax burden to become heavier
for this group because incomes exempt from tax before inflation may not benefit from the
exemption as nominal income increases because of inflation (Pamak, 1978: 121).

Inflation also affects the relative returns of taxes, depending on the tax type. This
effect varies according to the different elasticity of tax types to price increases. The
flexibility in question is higher in income taxes than in consumption taxes. In this case,
inflation tends to increase income tax. If the taxes are based on nominal values, the longer
the time factor determines the tax base, the more effective the inflation will be. The long
periods while calculating the tax base cause the effects of inflation to be more evident.
Inflation, which lowers the real value of nominally fixed cuts and exemptions, narrows the
real margin of tranche rates. Income increases only nominally, but this increase also
increases real tax burdens (Nowotny, 1980: 1025-1029). The effects of inflation also differ
in countries with longer delays in tax collection. Especially when inflation is high, the said
effects become quite evident. Because in such a case, tax revenue is subject to erosion due
to inflation. (Tanzi, 1977: 154).

4. Short Analysis of Progressivity in Taxes and Their Relationship with
Inflation

As the tax base grows, the tax rate and burden do not remain constant but increase;
this is called progressivity. In progressive taxes, everyone subject to these taxes pays the
same rate corresponding to their income share. Progressive taxation is based on the idea of
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proportional taxation, which is also called vertical justice. Accordingly, as income
increases, the paid tax increases proportionally. Progressive taxation can also be defined
broadly as a more equal distribution of post-tax income than pre-tax income (Pamak, 1978:
138; Piketty & Saez, 2007: 4-5). This means that someone who earns more pays taxes with
a higher average than someone who makes less (IONOS, 2020). Progressivity, one of the
means of providing social justice through tax justice, adopts the idea that the ability to pay
taxes increases at a higher rate than income. Progressivity is being applied, especially in
income and wealth taxes today. The reason for the application of progressivity in income tax
is the fact that the importance that is being given to each additional income unit decreases
as the income of the taxpayer increases (as the income increases, the marginal utility of
income decreases) and thus the solvency increases at a higher rate as income increases. The
reason for applying progressivity to the wealth taxes is that the wealth of the enormous
wealth owners increases faster than the total capital stock with economic development.
Progressivity also prevents wealth distribution inequalities from becoming excessive
(Pamak, 1978: 138).

The progressive income tax allows more equitable income distribution, faster growth
and less economic and financial volatility. By addressing these issues, Weller (2007)
establishes a link between progressive taxes, high income, and fair income distribution?.
Accordingly, since the tax base is more significant in countries with progressive taxes, it is
possible to implement more comprehensive fiscal policies. Ensuring income equality leads
to fair demand growth, on the other hand, provides an indirect relationship between
progressive taxation and economic stability (Weller, 2007: 371). The progressive taxes that
countries put into practice to ensure income equality may only sometimes provide income
equality. Considering African countries, although higher progressive income taxes are
applied for high-income groups, income inequalities in these countries are quite high. South
Africa, the country with the highest (vertical) progressive income tax in the continent, has
unequal income distribution. This is important as it shows that progressive taxation alone is
insufficient to reduce income inequalities (Shahir & Figari, 2021: 1). After all, taxes regulate
income redistribution, not its primary distribution.

Fair income distribution should be supported by primary means of distribution, such
as employment opportunities and wage justice. Undoubtedly, the informal economy, tax
evasion, and increasing inflation cause income inequalities in African countries. For
example, despite an average inflation rate of 8.5% in Sub-Saharan Africa in 2018, the
country still needs to implement a consistent indexation procedure for tax systems. The
absence of inflation adjustments creates a high real tax burden or fiscal drag as a result of
the increase in nominal incomes in the presence of a progressive tax tariff (Shahir & Figari,
2021: 1). In this context, non-indexing of the tax system leads to a hidden increase in tax

L A progressive tax system is not always successful in preventing inequalities in income distribution. Piketty and

Saez (2007), in their study investigating the evolution of progressive taxation in the USA from 1960 to the
present, find that the effect of progressive taxation on income distribution is gradually decreasing.

112



Seren, G.Y. & O. Sarag (2023), “Inflation and Cold Progression: An Analysis
of Turkish Income Tax between 2006-2021", Sosyoekonomi, 31(55), 105-124.

rates, allowing governments to generate revenue without asking anyone explicitly
(Musgrave, 1979: 702).

Fiscal drag occurs in the face of the structure of progressivity that can prevent income
distribution inequalities due to inflation is an undesirable result of progressivity in the sense
of equality. This can also be described as a progressive income tax, in which tax rates are
calculated according to nominal income, pushing the taxpayer to higher tax brackets even
though there is no increase in the taxpayer’s real income due to inflation. In the absence of
compensating legislation, taxpayers make more real payments. The narrowness of the
income brackets further increases this negativity (Muresianu & Harrison, 2021; Nowotny,
1980: 1026-1027). Because the income bracket structure of a progressive income tax and
the real value of tax cuts, if any, are affected by inflation. The real value of many deductions
in the income tax system decreases due to inflation (Nowotny, 1980: 1026-1027). Therefore,
although a progressive income tax, which is superior in providing tax justice, is not updated
according to inflation, the opposite results may occur. At this point, the automatic
stabilisation ability of progressive income tax gains the feature of being a preferable
alternative to tax justice by governments.

For governments seeking stability in aggregate demand, there are two paths. These
are (i) discretionary fiscal policies and (ii) automatic stabilisers. In discretionary fiscal
policies, governments can increase or decrease public expenditures and/or taxes. The
intricate and cumbersome nature of the political decision-making process, its inelasticity,
and the difficulties in predicting economic forecasts are the shortcomings of this method.
These shortcomings are out of the question for the second option, automatic stabilisers.
According to the conjuncture, automatic stabilisers provide desired changes in public
expenditures and revenues without needing government action. The advantage of automatic
stabilisers over discretionary fiscal policies is that they allow quick and timely action (Sen
& Kaya, 2013: 303-304). Automatic stabilisers are rules embedded in the financial system
that automatically make the necessary changes in public revenues and expenditures (McKay
& Reis, 2016: 6). There are many tools with this feature, such as autonomous public
expenditures, household and corporate savings, self-generated budget deficits,
unemployment insurance (Musgrave & Miller, 1948: 122) in the system and progressive
taxes are, in our opinion one of the most important ones, among these automatic stabilisers
that help balance cyclical fluctuations (Weller, 2007: 370).

Automatic stabilisers are the subject of a more income tax-focused discussion. The
reason for this lies in the great importance of income tax in terms of tax revenue and the
higher tax rates applied as income increases, which means it is progressive (Sen & Kaya,
2013: 305). The progressive nature of the income tax allows it to be an automatic stabiliser
without any additional decision or regulation in the existing system. Thus, taxation of the
nominal income, which increases in the inflationary period, from the upper bracket in the
progressive tariff increases the personal tax and decreases the disposable income. What this
means in terms of fighting inflation is the decreasing aggregate demand. Let's explain with
the help of a simple example:
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Year t Income Tax Tariff
1.000 liras 10%
2.000 liras (100 liras) for 1.000 liras, for the exceed 20%
4.000 liras (300 liras) for 2.000 liras, for the exceed 30%
4.000 liras and more (900 liras) for 4.000 liras, for the exceed 40%
Tax of 5.000 liras :1.300 lira
Disposable Income : 3.700 lira

Accordingly, let's assume that the general price level in year t is 100 and that the
disposable income obtained over this level is 1,850 units of purchasing power (according to
disposable income after tax) in exchange for 2 liras of good A. Then, let's assume that there
is 100% inflation in the transition to year t+1, and let's calculate the income tax of 10,000
liras on the same tariff:

Year t+1 Income Tax Tariff
1.000 liras 10%
2.000 liras (100 liras) for 1.000 liras, for the exceed 20%
4.000 liras (300 liras) for 2.000 liras, for the exceed 30%
4.000 liras and more (900 liras) for 4.000 liras, for the exceed 40%
Tax of 10.000 : 3.300 liras
Disposable Income : 6.700 liras

Since the inflation rate is 100%, this should be reflected in our example as doubling
the tax paid and disposable income. But this has not happened. Let's go step by step. (i) The
equivalent of TL 5,000 for year t is TL 10,000 for year t+1. So, (ii) the tax equivalent of
1,300 liras paid in year t in year t+1 should be doubled and become 2,600 liras. However,
the tax paid is not 2,600, but 3,300 liras, that is, 700 liras more. (iii) This 700 liras loss can
be found by tracking disposable income. Accordingly, the disposable income of the year t,
which was 3,700 TL, should have doubled to 7,400 TL in the t+1 year, but this did not
happen, and 700 TL decreased. (iv) The explanation for this decrease in terms of good A
that the taxpayer can buy in t+1 is as follows: Since inflation is 100%, the price of good A
doubled in t+1 and increased to 4 liras. Accordingly, the amount of good A that a disposable
income of 6,700 lira can purchase is 1,675 units. As can be seen, the taxpayer can now
purchase 1.675 good A instead of 1,850, which reveals the progressive tariff's automatic
stabilisation feature when interpreted in terms of total demand. On the other hand, 175 A
goods, which the taxpayer could not buy, since additional tax revenues with the ability of
the progressive tariff. But the question to be asked here is the cost of this automatic stability
provided. The answer is taxpayers lost in terms of disposable income, that is, purchasing
power, and there is a deviation from justice in taxation. This is an important finding as it
shows that automatic stabilisation takes place at the expense of deviating from justice.

5. Theoretical Frame of Cold Progression

Inflation erodes quantity variables in all tax laws. Since the tranches in the
progressive tariff are quantity variables, inflation will also erode them. In such a case, they
are expanding the brackets as much as the inflation rate should be done, which means
updating them. Today, these updates are being made by a revaluation rate. Although the
process is simple, it also has some problems. First, inflation must be determined correctly.
Otherwise, deviations are inevitable. In addition, the taxation period and the period in which
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inflation is determined must be the same. Undoubtedly, such updates increase taxpayer
compliance costs and the explicit costs that the administration bears. Updating the tax
brackets at an incomplete rate, which is contrary to what it should be, for example,
revaluation of 80% while the inflation is 100%, as in the example in the third section, causes
taxation of some, while not all, of the increased nominal income from the upper brackets.
The deviation caused by this difference is called cold progression?. Cold progression is also
referred to as income bracket drag and tax hook. The deviation caused by this difference is
called cold progression.

Cold progression?, also expressed as cold progressivity or cold progress?, is the
situation in which the base increases due to inflation in a country where a progressive income
tax tariff is applied, and inflation occurs at high rates. This case causes the tax bases to be
taxed from higher brackets (Sagbas & Sarug, 2020: 103; IONOS, 2020). Cold progression
can also be defined as “the burden imposed on taxpayers by inflation as a result of the
progressive nature of tax rates” (Hénni, 2021: 257). Cold progression describes increases
in tax burdens that do not consider inflation and are based on increases in nominal incomes
(Manz, 2021).

Figure: 1
Stages and Emergence of Cold Ascending Progression

/ Tax brackets are not
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Cold progression is the fact that the monetary tax bases that have grown due to
inflation are not expanded at the rate of inflation or are incompletely expanded due to the
progressive tax tariffs, which bring extra taxation to taxpayers even though their ability to
pay does not increase (IONOS, 2020). Therefore, we can define cold progression as an
additional income tax burden based on progressive taxation. The most critical factor in the
emergence of the said burden is that tax brackets are not adjusted according to the course of
inflation, that is, undervaluation (CA18, 2021). Taxpayers being subject to an additional

In their report for Austria, Kucsera and Lorenz (2016) evaluate cold progression as an expression in the German
language (Kalte Progression) and define it as follows: “Income bracket drag, a phenomenon known as “cold
progression” in German. The Economist (2014) also makes a similar statement in some news it published on
German taxes: “Tax bracket drag or what the Germans call “cold progression” is that salary increases only
compensate for inflation, resulting in taxpayers being pushed into a higher tax base”.

In the study, “cold progression” was preferred in order to achieve unity in the terminology.

The word “progress” here is defined in the OECD (2022) Dictionary of Tax Terms as the payment of an income
tax at an increasing rate as income increases. Therefore, the opposite situation occurs in cold progression.
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burden without legal regulation strengthens executive power in using taxation authority.
Also, governments receive additional taxes from taxpayers without making them feel this
way because of financial anaesthesia.

Cold progression occurs when real incomes fall, but the government do not reduce
its tax burden. Accordingly, monetary income increases, but real income decreases. That is,
the nominal income increase is smaller than inflation. In case the tax brackets are not
expanded or incompletely expanded according to inflation, the monetary income of the
taxpayer falls into the upper tax brackets, and the personal tax burdens increase. Since the
effect of this increase in disposable income is decreasing, the result is a decrease in the ability
to pay. Cold progression is a kind of hidden tax increase. The reason for this is not the
increase in prices but the increase in the monetary income of the taxpayer and the increase
in the tax burden without being noticed as a result of the income increase (IONOS, 2020).

Tanzi, who contributed to the field of taxation with his original ideas, begins the
preface of his book Inflation and Personal Income Tax, which he published in 1980, with
the following sentence, quoting Andre Maurois: “Inflation is the devil's work because it
destroys facts, not appearances”. According to Tanzi, “inflation distorts tax systems and
affects the relationship between the level of taxation and its incidence among taxpayers. But
these distortions are often not obvious, and sometimes so subtle that unsophisticated
observers and even highly sophisticated ones may be deceived into concluding that nothing
has changed in reality” (Tanzi, 1980). Cold progression creates the perception that nothing
has changed, just like the determination here. Although it is not easy to detect at first glance,
it is possible to reveal the increase in the tax burden on taxpayers with some calculations.
Thus, the method to be followed becomes concrete through the following determination:

[Cold Progression = Inflation Rate > Rate of Increase in Tariff Brackets]

This given determination is the necessary condition for governments to establish cold
progression. The difference between the current inflation rate and the increase rates applied
to the tariff brackets is focused on in the analyses to be made, and the cold progression, if
there is any, is tried to be revealed through a cumulative example.

6. Analysis of Turkish Income Tax Tariff

The study’s hypothesis is: There is a cold progression in Turkish Income Tax
applications. Cold progression needs to be addressed regarding periods, which have been
chosen as (i) 2006-2018 and (ii) 2019-2021. In the first of these periods, the Income Tax
tariff was applied at a rate of 15, 20, 27 and 35%, respectively. In the second period, the
existing range was increased from 20% to 25% by applying the tariff at 15, 20, 27, 35 and
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tax and disposable income against inflation and, if any, cold progression.

6.1. Methodology

In the study, a method in the form of a “comparison of the annual inflation rates with
the increase rates applied to the tariff brackets” will be used. Since the income tax payment
schedule is annual, the annual inflation published by TURKSTAT is used in the study.
Accordingly, starting from 2006, a sample base amount (100,000 lira), which covers all tariff
brackets, was selected. This amount was expanded by the inflation rate for each year and
taxed according to the tariff that should be. Thus, cold progression is revealed if the applied

tariff’s tax amount is more than the actual tariff to be used.

The mathematical formulation of this method that is being used is as follows:
RG = Xiai(M + m)ag Yy + (1 + m)ag Yor + (1 + m)as Vs + (1 + ) Yar +
1+ m)as Vs,

RE =X (1 + a1y + (A +m)ay Yoy + (1 + m)ag Vs + (1 + mf)ageYs, +
A+ m)as: Vs,

YSZY_(Y1+Yz+Y3+ Y4_)
L= Sp, RS, — RS

t

The explicit names of the variables and parameters in the formula are as follows:

Y : Taxable Income

a : Tax Rates in Brackets

R : Provided Tax Revenues

R¢ : Tax Revenues Calculated on Current Inflation

R? : Tax Revenues Calculated on the Valuation Rate Used by the Government
m, : Current Inflation Rate

nf : Valuation Rate Used by the Government

L : Total Loss of Revenue from Cold Progression

6.2. Application

The Income Tax schedule for 2006, which we consider the base year, is as follows:

5

This change in the tariff structure has caused a four-bracket evaluation in the 2006-2018 period and a five-
bracket evaluation in the 2019-2021 period in the mathematical equation given below. The given equation
represents the five-bracket tariff, and it is sufficient to remove the fifth income bracket from the formula in order
to reduce it to the four-bracket tariff.
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Income Tax Tariff (2006)
7.000 liras 15%
18.000 liras (1.050 liras) for 7.000 liras and for the exceed 20%
40.0000 liras (3.250 liras) for 18.000 liras and for the exceed 2%
More than 40.000 liras (9.190 liras) for 40.000 liras and for the exceed 35%
Tax of 100.000 liras :30.190 liras
Disposable Income : 69.810 liras

The amount of Income Tax calculated based on 100,000 TL, which we have chosen
as the study example, and the disposable income remaining after this tax is taken as given
above. The official CPI rate in 2006 was 0.0965. The 100,000 liras base used in the example
has been expanded with this ratio, and its real value has been preserved. The tariffs applied
and to be involved in 2007 and the Income Tax and disposable income calculated over these
tariffs are as follows:

The equivalent of 100,000 liras in 2006 was 109,650 liras in 2007.

Income Tax Tariff (2007) (Applied)
7.500 liras 15%
19.000 liras (1.125 liras) for 7.500 liras and for the exceed 20%
43.000 liras (3.425 liras) 19.000 liras and for the exceed 21%
More than 43.000 liras (9.005 liras) for 43.000 liras and for the exceed 35%
Tax of 109.650 liras 1 33.232,5 liras
Disposable Income : 76.417,5 liras

While the CPI rate in 2006 was 0.0965, the official reassessment rate announced by
the Government is 0.0780. Even keeping the reassessment rate lower than the inflation rate
alone is evidence of cold progression. Besides, the valuation rates of the income brackets in
the tariff are 0.0714 in the first bracket, 0.0555 in the second bracket, and 0.0750 in the third
and fourth brackets, respectively. However, the tariff to be applied using the inflation rate
and the Income Tax calculated according to this tariff, and the disposable income amounts
are as follows:

Income Tax Tariff (2007) (Updated with CPI)
7.675,5 liras 15%
19.737 liras (1.151 liras) 7.675,5 liras and for the exceed 20%
43.860 liras (3.563 liras) 19.737 liras and for the exceed 27%
More than 43.860 liras (10.076 liras) 43.860 liras and for the exceed 35%
Tax of 109.650 liras :33.102,5 liras
Disposable Income : 76.547,5 liras

The outcomes for 109,650 liras according to the tariffs applied and should be applied
can be followed from the operations made on the bottom line of the tariffs. Accordingly, the
conclusion that whether cold progression exists or not can be seen by the following
calculation:

Indirectly Received Excess Tax: (33.232,5 - 33.102,5) = 130 liras
Loss of Disposable Income: (76.417,5 - 76.547,5) = - 130 liras
Outcome: Cold Progression Exists!
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6.3. Consolidation of the Application

As can be seen, the hypothesis of “There is a cold progression in Turkish Income Tax
applications”, which constitutes the core of the study, has been confirmed through the
comparison of tariffs applied to 2006 income, and tariffs should be applied®. The results
obtained by using the developed method for the entire period are as follows:

Table: 1
The Course of Cold Progression in the Turkish Income Tax Tariff, 2006-2021
CPI (%) Base ® Tax Calculated According to the Tax Calculated to the Updated Loss of Disposable Income
(Annual Change) Tariff in the Application Tariff according to CPI (Cold Progression)

2006 9,65 | 100.000 30.190,0 - -
2007 8,39 | 109.650 33.232,5 33.102,5 130,0
2008 10,06 | 118.850 36.245,5 35.881,5 364,0
2009 6,53 | 130.806 39.807,0 39.491,0 316,0
2010 6,40 | 139.348 42.792,0 40.167,0 2.625,0
2011 10,45 | 148.266 45.573,0 44.762,0 811,0
2012 6,16 | 163.760 50.426,0 49.440,0 986,0
2013 7,40 | 173.848 53.692,0 52.486,0 1.206,0
2014 8,17 | 186.713 58.110,0 56.369,0 1.741,0
2015 8,81 | 201.968 62.779,0 60.974,0 1.805,0
2016 8,53 | 219.761 68.666,0 66.746,0 1.920,0
2017 11,92 | 238.507 75.127,0 72.114,0 3.013,0
2018 20,30 | 266.937 83.908,0 80.709,0 3.199,0
2019 11,84 | 321.125 100.854,0 97.096,0 3.758,0
2020 14,60 | 359.146 111.571,0 108.593,0 2.978,0
2021 36,08 | 411.581 128.743,0 124.447,0 4.296,0

(*) The base is updated cumulatively according to the CPI rate of the previous year.

The information obtained with the help of the table can be summarised as follows:
(i) There is cold progression throughout the period under consideration. (ii) The degree of
cold progression increased dramatically in 2010, eight times the previous year. (iii) The
degree of cold progression experienced in 2006-2021 has generally increased, which means
the trend has a positive slope. While the cold progression ratio to be taken as a base in 2006
was 0.130% from (130/100,000) to 0.130%, this ratio increased to (4,296/359,146) 1,196%
in 2021 and increased 9,2 times in total. This result shows that in Turkey, more taxes are
taken from personal income without being felt, and inflation is used as a tool by the
Government to generate tax revenues. Another evaluation that the result gives an opportunity
is that the progressivity that should serve fairness in taxation has been weakened in this
direction.

7. Outcome

Turkey was also dragged into the chronic inflation process, as many developing
countries were in the 1970s, and this has been the main problem in Turkey for about thirty
years. Because of the stabilisation measures taken after the 2001 Crisis and the political
stability achieved in the country, inflation was reduced to single digits for the first time in
many years. After this severe disinflation period, inflation remained around 8% until 2017

6 For the Income Tax Tariffs applied in Turkey in the period of 2006-2021 and the Income Tax Tariffs updated
according to the CPI, see, Appendix 1 and Appendix 2, respectively.
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(except 10.08% in 2008 and 10.45% in 2011), but after this year, it increased to double
figures. Inflation, which was 20.30% in 2018, decreased to 11.84% in 2019 but started to
rise afterwards and reached an extraordinary level of 36.08% in 2021 with the effect of the
pandemic.

In the theoretical discussions on the social state and tax justice, it is clear that the
progressive rate is superior to the fixed rate’. However, the progressive rate can be disabled
or weakened in presenting the expected effects of inflationary processes. It's the
responsibility of governments that make it ineffective, not a progressive rate. The reason
why governments take decisions in this direction is mostly due to increased income needs.
Governments can easily disguise this to fight against inflation. At this point, it has been
revealed from 2006 to 2021 regarding Turkish Income Tax, that the cold progression, which
is the subject of this study, has eroded the advantages of the progressive tariff and created
undesirable effects in terms of the income distribution.

Progressive income tax may abandon its expected justice function as inflation rises.
Namely, an increase in inflation may increase the nominal income and expose the taxpayer
to a progressively higher tax payment. High tax rates mean a high tax burden. The cold
progression, which we have discussed by sticking to the use of German within the study,
creates a kind of hidden tax on taxpayers whose purchasing power decrease but pays more
taxes. As a result of cold progression, governments can increase their tax revenues while
taxpayers’ incomes increase in nominal terms, reducing their purchasing power. Cold
progression has two basic dimensions in this context. One is political, and the other is social.
Cold progression is a tool to fight against inflation in the political dimension. Accordingly,
since it is difficult to notice what has been done about the decisions taken, it is unlikely that
the cold progression will cause the governments to lose votes. In the social dimension, cold
progression further distorts the income distribution and puts disadvantaged taxpayers in a
much more disadvantageous position. This is worrisome as it results in even more
inequitable distribution.

Income Tax generates approximately one-fifth of tax revenue in Turkey. The cold
progression caused by the government imposes a more significant tax burden on the
taxpayers of this tax as a whole. In addition, the relatively narrow Turkish income tax
brackets cause taxpayers to be taxed from the upper-income brackets in the tariff. This
mainly affects wage earners in an unfair position to a greater extent. For these reasons,
finding solutions to the cold progression problem is essential because inflation will likely
follow at much higher rates soon.

T There will probably be objections to this determination by those who defend fixed tax. However; this study is

not suitable for responding to objections due to the known page limits. The author/s will discuss with this aspect
of the subject in a separate study.
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The suggestions that come to mind in the first determination of the solution to the
cold progression problem are as follows:

e Abandoning the Use of Progressive Tariffs: In our opinion, this recommendation
is not to bandage the bleeding finger but to cut it. Because as stated earlier,
progressive tariffs are superior in making the redistribution of income more
equitable. In terms of taxation technique, it is a practical solution to defend fixed
income tax instead of a progressive tax. After all, since there are no upper-income
brackets in the fixed rate tariff, there is no opportunity for governments to tax more
effectively without being noticed. However, the fixed rate in question contradicts
the social state principle. In our opinion, the problem should be solved within the
progressive tariff itself.

o Linking Tariff Brackets to Price Increases (Indexing): The brackets in the tariff
should be expanded and updated as much as the inflation rate experienced in each
period; that is, they should be indexed. Indexing can prevent the adverse effects of
cold progression. Still, since the period in which inflation is measured and the
period in which tax is paid are different, it is appropriate to keep the delays as short
as possible. In our opinion, this period should be monthly, and the income tax
schedule should be expanded monthly in order not to cause injustice in wages.

¢ Inflation Accounting Application: It is the accounting process of all kinds of
nominal values that will affect taxation, that is, the amounts to be taken into
account in inflation adjustment, by multiplying the adjustment coefficient
determined every month. Inflation accounting is much more effective as it solves
the costs that high inflation will impose on the tax system based on the taxpayer.
However, inflation accounting is costly as it imposes additional burdens on public
accountants who are intermediaries in the system. Also, since this method accepts
inflation as data, it is prestige-losing for the political authority, namely the
government.

e Determining the Tariff Increase Rate Same with the Inflation Rate: The
emergence of cold progression is possible by increasing the income tax brackets
at a lower rate than the inflation rate, which means making a kind of
undervaluation in a sense. Accordingly, increasing the income brackets at the rate
of inflation and offsetting the wage earners taxed on the net income at the end of
the year can resolve the obvious negativity. However, the point to be considered
here is the methods used in calculating inflation - Laspeyres and Paasche indexes
are referred to here-. This recommendation is of no value if inflation is calculated
under the real value.
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Abstract

This paper investigates the asymmetric impacts of crude oil prices and other selected
macroeconomic variables on the Turkish stock market for the period between 2005:01-2021:06
through the combination of the NARDL model and the quantile regression approach. The findings
support the existence of cointegration between the stock market and oil prices. The variations in oil
prices have asymmetric impacts in the long run. A positive shock by 1% decreases stock returns by
0.67%, while oil price declines have no significant impact. Quantile regressions show that the effects
of oil price shocks are more visible at the low levels of the stock market.

Keywords : Crude Oil Prices, BIST100, NARDL, Asymmetric Effects, Quantile
Regression.
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Oz

Bu c¢aligmada, 2005:01-2021:06 doéneminde ham petrol fiyatlar1 ile diger segilmis
makroekonomik degiskenlerin Tiirkiye hisse senedi piyasasi tizerindeki asimetrik etkileri, NARDL
modeli ve kantil regresyon yaklagimi gergevesinde ele alinmistir. Bulgular, hisse senedi piyasast ile
petrol fiyatlari arasinda esbiitiinlesme oldugunu gostermektedir. Petrol fiyatlarindaki degisimin uzun
donemde asimetrik etkisi vardir. Petrol fiyatlarindaki %1°lik bir pozitif sok, hisse senedi fiyatlarini
%0,67 dusiiriirken; fiyat diistislerinin anlaml bir etkisi bulunmamaktadir. Kantil regresyon sonuglari,
petrol fiyat: etkilerinin 6zellikle borsanin diismekte oldugu donemlerde gézle gériiliir hale geldigini
gostermektedir.

Anahtar Sozciikler : Ham Petrol Fiyatlar1, BIST100, NARDL, Asimetrik Etkiler, Kantil
Regresyon.
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1. Introduction

In his seminal work, Ross (1976) emphasises that stock prices can respond to many
factors, not only the market portfolio but also a set of macroeconomic variables. Fama (1991)
argues that stock prices contain expectations about future economic activity and represent
company earnings and dividends. Since then, many studies have examined the impacts of
different macroeconomic variables on stock returns. Among these variables, monetary
policy indicators, inflation, interest rates, and exchange rates have been widely used (Fama,
1981; Chen et al., 1986; Bahmani-Oskooee & Sohrabian, 2006; Tiryaki et al., 2019; Catik
et al., 2020; Civcir & Akkoc, 2021). Yet, examining the effect of oil prices on financial
markets is a relatively new topic. For this reason, the main aim of this paper is to investigate
the asymmetric effect of oil price changes on returns in the Turkish stock market while
considering the impacts of several macroeconomic variables on this relationship. More
specifically, the asymmetric relationship between oil prices, industrial production, interest
rates, exchange rates, and the BIST100 index of Borsa Istanbul is examined for the period
2005:01-2021:06.

The need for energy sources other than oil has become apparent in recent years. The
share of renewable energy production has been steadily growing. The World Energy Outlook
(2021) predicts that the new energy economy will rely more heavily on clean energy sources
in the future. Although the importance of these alternative energy sources alongside natural
gas and coal has increased, the leading share of oil in the world’s energy consumption has
not changed. The World Energy Outlook (2021) forecasts a peak in global oil demand
around 2025. This high dependence on oil for energy demand makes countries vulnerable to
oil price fluctuations. The relationship between oil prices and selected macroeconomic
variables has long been studied since the oil shocks in the 1970s.

For Turkey, the importance of oil is even more pronounced compared to other
emerging countries. 32% of Turkey’s energy supply comes from oil, the largest energy
source for the country's total final consumption (IEA, 2021)!. Turkey’s dependence on oil
imports is also very high. In 2016, the country ranked 58th in the world in terms of oil
production but 22" in terms of oil consumption?, which makes Turkey a net oil and refined
products importer. Nearly 90% of Turkey’s oil consumption is covered by foreign suppliers,
which significantly increases the input costs®, particularly when the depreciation of the
Turkish Lira against the foreign currencies since 2015. Turkey specialises in diversifying oil
supply sources to manage these costs more efficiently*. The dependence on oil as a primary
energy source has decreased quite a bit in recent years, but fluctuations in the price of oil

Y International Energy Agency (IEA), Turkey 2021, Energy Policy Review, retrieved from:

<https://iea.blob.core.windows.net/assets/cc499a7b-b72a-466c-88de-
d792a9daff44/Turkey 2021 Energy Policy Review.pdf>, 05.01.2022.

2 <htps:/fwww.worldometers.infoloil/turkey-oil/>, 11.02.2022.

3 IEA, <https://www.iea.org/data-and-statistics>, 11.02.2022.

4 IEA, Turkey 2021, Energy Policy Review, <https://iea.blob.core.windows.net/assets/cc499a7b-b72a-466c¢-
88de-d792a9daff44/Turkey 2021 Energy Policy Review.pdf>, 05.01.2022.
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still protect its vital position in the Turkish economy. Figure 1 demonstrates the evolution
of Turkey's oil consumption from 2005 to 2020, where the y-axis shows barrel/ day
consumption and the x-axis is the years.

Figure: 1
The Changes in the Oil Consumption of Turkey between 2005 and 2020
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Source: <https://www.ceicdata.com/en/indicator/turkey/oil-consumption>, 25.02.2022.

Changes in oil prices can affect stock market indices through many channels. Oil
price increases raise production costs, negatively affecting corporate profits, leading to lower
cash flows and dividends and, ultimately, lower stock returns (Smyth & Narayan, 2018).
Positive oil price shocks also cause households to consume fewer non-oil-related goods and
services as energy and energy-related goods become more expensive. The steady rise in oil
prices can create inflationary pressures on central banks, forcing them to adjust monetary
policy accordingly (Bernanke & Kuttner, 2005, Degiannakis et al., 2018). Interest rate hikes
harm stock prices. Finally, investors can perceive the rise in oil prices in different ways.
They can react positively to it by associating the price rise with an economic boom or
negatively by interpreting this rise as a signal for increased risk premiums (Smyth &
Narayan, 2018).

Stock markets have the traditional role of providing liquidity, allocating capital,
accelerating economic growth, and producing information for investors. As an emerging
market, Borsa Istanbul, the Turkish Stock Exchange, has an important place in the Turkish
economy. Currently, 539 companies are traded in BIST Istanbul. According to the latest
annual report of Borsa Istanbul (Borsa Istanbul 2020), the market value of the stock
exchange in 2020 was 1.783 billion TL, which is 31st among the stock exchanges in the
world. With a trading volume of TL 31.3 billion, it is one of the most traded exchanges
globally. The total contribution of BIST Istanbul to the total income was 38% in 2020, while
the Turkish stock exchange alone contributed 14% to the total revenue in the same year.
Although stocks of energy companies have a lower portion in the entire stock market index,
oil prices are expected to be influential on the stock exchange due to the input costs and
other transmission channels. Catik, Huyugiizel Kisla, and Akdeniz (2020) also indicate that
due to the strong influence of foreign investors in the Turkish stock market, global oil market
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fluctuations will have a significant effect on asset pricing behaviour in Turkey. Therefore,
as an oil-exporting country, it is crucial to understand the relationship between oil price
shocks and stock prices in Turkey.

In this study, we examine the impacts of positive and negative oil price shocks on
Borsa Istanbul between 2005:01 - 2021:06 with monthly data employing the NARDL model.
Besides the oil prices, the potential asymmetric effects of the changes in income and
exchange rates are also considered in the model. Previous literature investigates the
relationship between oil price changes and stock market returns with various methodologies,
including vector autoregressive models, regression models, and the ARDL approach. Smyth
and Narayan (2018) indicate clearly that oil price changes have asymmetric impacts on stock
returns for different markets. For Turkey, it is also put forth that this relationship is nonlinear
and asymmetric (for example, Altintas & Yacouba 2018). Yet, very few of these studies
apply NARDL as their primary model (for instance, Tiryaki et al., (2019) and Civcir and
Akkoc (2021)). Different from the previous studies for Turkey, we select the NARDL
approach as our primary methodology to investigate the asymmetric effects. In this sense,
our study shows similarities with Tiryaki et al. (2019), in which they consider the
asymmetric impacts of oil price changes and selected macroeconomic variables with the
same method. However, our choice for monetary policy proxy is different from their study.
We employ short-term interest rates as a monetary policy proxy which has been the primary
monetary policy tool since the 2000s, not money supply.

Alongside the asymmetry in the oil price-stock market nexus, we further investigate
the source of asymmetry in the oil price-stock returns relationship and the role of monetary
policy changes in this association. To do so, we benefit from OLS and quantile regressions
which include the oil price shocks and their interactions with short-term interest rates as
explanatory variables. The quantile regression approach allows us to detect the impact of oil
price shocks on the different states of the stock market, namely bearish, regular, and bullish
markets. To the extent of our knowledge, our study is the first that combines the NARDL
and quantile regression approaches to examine the oil price-stock market nexus for Turkey.
This study also contributes to the existing literature by using the most recently available
period and showing short-term interest rates' effects on the Turkish stock exchange.

Our findings demonstrate supporting evidence for a long-term asymmetric
cointegration relationship among oil prices, exchange rates, income, and stock exchange.
We also show the asymmetric effects of oil price variations on the Turkish stock exchange.
We find that the Turkish stock exchange is negatively affected by oil price increases but
does not react to the oil price decreases. Similarly, our results reveal asymmetric impacts of
interest rate and exchange rate changes on the stock market. Our findings also suggest that
oil prices as a global factor play a leading role in determining stock returns. These findings
will also allow us to offer policies for other energy-dependent emerging economies.

The remainder of this study is organised as follows: First, the literature that
investigates the influence of oil price changes is described thoroughly. Second, the NARDL
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method, the quantile regression approach, and the data employed are explained. The
following section demonstrates and interprets the results of unit root tests and estimations
from the NARDL model and the quantile regressions. The final section concludes with
policy implications.

2. Literature

Crude oil has been accepted as one of the most strategic commaodities in the world.
The rise and downs in oil prices drive both macroeconomic trends and corporate
profitability, geopolitical situations and consumer sentiment. Therefore, it is possible to
expect significant effects of oil price changes on stock market indices and economies.
Theoretically, the impacts of oil prices can be negative or positive. One can distinguish the
effects of positive oil price shocks on production and consumption in different channels for
oil-importing countries: First, the share of household expenses on energy and energy-related
goods will be increased, resulting in a lower percentage for other goods and services. That
is, the total consumption of households will be affected negatively. Second, production costs
will rise for countries where oil production demand cannot be satisfied. Qil is one of the
primary inputs for producing goods and services, as well as capital and labour. The rise in
production costs is almost inevitable, especially when there is no close substitute for oil as
an input. The cash flows to the firms will be lower, and eventually, stock prices will decrease
(Smyth & Narayan, 2018).

Oil price - stock market association is also affected by monetary policy changes.
Increasing oil prices will create an inflationary pressure on central banks, which leads to
higher interest rates. Bernanke and Kuttner (2005) note three monetary policy channels for
this relationship due to an increase in short-term interest rates. First, increased interest rates
will be used as discount rates for future stock dividends, resulting in lower dividends.
Second, these interest rates will also be used to discount the future cash flows from firm
investments. Higher interest rates will generate lower net present values, similar to stock
dividends. Degiannakis et al. (2018) argue that the negative consequences of higher oil
prices on stock returns in oil-importing countries will be more severe if the central bank has
low credibility in terms of maintaining general price stability in the market. The third effect
is through the evaluation process of bonds and bank deposits. As the interest rates rise,
returns from bank deposits and bonds will be higher, so these investment options will be
seen as more profitable than stock investments. Investing in the stock market will have a
higher opportunity cost. As a result, investors will direct their cash flows to the bond market
and bank deposits instead of stock markets.

Oil prices also have the potential to influence stock markets indirectly because oil
itself as a commaodity is one of the investment alternatives in the financial markets. The
increase in oil prices will change the portfolio structure of investors and thus affect stock
prices. Similarly, Demirer et al. (2020) argue that fluctuations in oil prices can drive investor
sentiment. The favourable price shocks can be viewed as increased risk premia in financial
markets. Increased uncertainty and risk premia will harm investment decisions (Degiannakis
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etal., 2018). However, it is also possible to interpret rising oil prices as a sign of an economic
boom, as they may represent better corporate performance and rising stock prices (Smyth &
Narayan, 2018). These indirect and contradictory effects are particularly pronounced in oil-
importing emerging markets such as Turkey.

The literature discusses oil prices as a central factor affecting world economies. Many
have investigated the relationship between oil price shocks and several macroeconomic
indicators, including industrial production and inflation (Hamilton, 1983; James & Kaul,
1996; Aykiri, 2020) and even other energy sources demand, such as electricity (Akarsu,
2017). Yet, studies examining the effects of oil price changes on financial markets are
relatively new.

Empirical evidence focusing on the effects of oil prices on stock prices mainly
considers developed countries. The findings from these studies vary based on the
methodology employed, the forecast period, and whether countries import or export oil. One
of the first studies in this field belongs to Jones and Kaul (1996). They show that the increase
in oil prices significantly negatively impacts stock returns in Canada, Japan, the UK, and the
USA. Park and Ratti (2008) examine oil price shocks and stock return association for 13
European countries and the USA between 1986 and 2005. Their results indicate that the
fluctuations in oil prices decrease stock returns in many European countries. Miller and Ratti
(2009) and Kilian and Park (2009) also find supporting evidence for the deteriorating effect
of increased oil prices on the stock exchange. There is contradictory evidence as well.
Narayan and Narayan (2010) and Arouri and Rault (2012) demonstrate that either oil prices
do not influence stock market indices, or this effect is positive. Huang et al. (1996) also find
that oil price shocks do not affect stock price returns. Aydogan, Tung, and Yelkenci (2017)
look at the effects of oil price changes on stock market returns for net oil exporters and
importers with a VAR methodology and Granger causality test. They find that oil price
changes influence oil-importing countries' stock markets more than oil-exporting ones.

The effects of oil price increases on many macroeconomic variables, including
production and inflation levels for Turkey, have also been discussed in the literature (i.e.,
Berument & Tase1, 2002; Dedeoglu & Kaya, 2014; Altay et al., 2013; Dogrul & Soytas,
2010). The literature discussing this effect on the Turkish stock market usually assumes a
symmetric association. These studies mainly employ VAR methodology and causality tests,
and the findings vary. Some even show that oil prices and stock markets are positively
related. For example, with VAR methodology and weekly data, Eryigit (2012) investigates
the relationship between the BIST100 index, interest rates, and oil prices. The data period
covers the dates between 01.07.2001 and 31.10.2008, and the findings indicate a positive
association. Halag et al. (2013) investigate monthly data from BIST 100, crude oil prices,
and nominal exchange rate by cointegration method while considering structural breaks.
Their evidence also supports a positive association between oil prices and stock returns.

Unlii and Topcu (2012) examine two different periods, 1990-2001 and 2001-2011,
for BIST100 and oil prices relationship by employing cointegration and causality analyses.
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They cannot show cointegration or causality for the first period for these two variables. For
the second period, however, they find that these variables move together in the long run, and
there is one-way causality from oil prices to the stock market index. Contrary to
expectations, they show that the increase in oil prices positively affected Turkish stock
market returns in the second analysis period. Kapusuzoglu (2011) shows a long-term one-
way Granger causality from BIST 100, BIST 50, and BIST 30 indices to oil prices.

Eksi et al. (2012) examine the sensitivity of 7 sub-sectors of the manufacturing
industry as a stock market proxy to oil prices for the period of 01:1997-12:2009. Their error
correction model and Granger causality tests indicate a causality from oil prices to chemistry
and base metal industries. Such a causality cannot be shown for other sectors in the short or
long term. Similarly, Catik, Huyugiizel Kisla, and Akdeniz (2020) investigate the sensitivity
of Turkish main sectoral stock returns to oil price fluctuations. They consider both the
structural breaks in their dataset that cover the period of 03:1997-09:2018 and time-varying
parameters in the association. Their results indicate that the dependence on oil prices
significantly changes across sectors and time.

In the studies mentioned above that examine Turkey, the relationship between oil
prices and the Turkish stock market is assumed to be linear and symmetric. Yet, it is possible
to observe a nonlinear and asymmetric relationship between these two. Mork (1989) claims
that a change in oil prices creates nonlinear effects. The lack of evidence in the literature for
the linear development of oil prices on financial markets may be due to the asymmetric
nature of this relationship. Smyth and Narayan (2018) note that there is no reason to believe
that this association is uniform for price ups and downs. The possible asymmetric effects
have been examined more closely with the recent econometric models in the literature.

Altintas and Yacouba (2018) employ the NARDL model to investigate the sensitivity
of stock markets to money supply and oil prices for the period of 1988:01-2014:12. In this
study, the money supply is considered the primary monetary policy tool. The findings of this
study indicate that there is a long-term cointegration association among the variables
mentioned above. It is also shown that expansionary monetary policy positively impacts the
Turkish stock exchange while tightening has adverse effects. Altintas and Yacouba (2018)
provide supporting evidence for the asymmetric results of oil price changes on the Turkish
stock exchange for the long term. They find that favourable oil price shocks negatively affect
stock prices, supporting the increased cost of production argument. The oil price decreases,
on the other hand, do not affect stock prices.

Civcir and Akkoc (2021) contribute to the literature on the relationship between oil
prices and the stock market by examining sector-level data from Turkey. They consider
possible asymmetric effects of oil price shocks on sectoral stock prices in the short- and
long-run using the NARDL approach. Their dataset includes daily data on crude oil prices,
exchange rates, and subsector stock market indices for the period from 02:2009 to 04:2019.
This dataset allows them to examine the relationship between oil prices and the stock market
in the period following the global financial crisis. They confirm the nonlinearities,
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particularly in the short run, but the oil price-stock market association varies by sector. They
show that sectors related to financial markets are the most affected by the oil price increase
in the long run.

Tiryaki et al. (2019) also look at the impact of the industrial production index, M3
money supply, and real effective exchange rates on stock market returns in Turkey for two
different periods, namely 1994:01-2017:05 and 2002:01-2017:05 periods, with the NARDL
model. They find that these three variables have long-term asymmetric effects on stock
market returns, but these effects are more significant after 2002 than the entire period. The
findings also reveal that the positive impact of expansionary monetary policy on stock
markets is more critical than the adverse effects of contractionary monetary policy.

Although this paper has a similar aim to Tiryaki et al. (2019) and Civcir and Akkog
(2021), there are significant differences between these studies. First, in this study, short-term
interest rates are employed to reflect the central bank’s position, not the M3 money supply,
as in Tiryaki et al. (2019) and Altintas and Yacouba (2018). Before the 2000s, the main
monetary policy instrument was the money supply. However, since the early 2000s, this
changed, and interest rates became Turkey's primary monetary policy instrument. They are
using the money supply as a monetary policy proxy, as in Tiryakioglu et al. (2019) and
Altintas and Yacouba (2018), depending on the assumption that the money supply is
endogenous. However, we believe that using interest rates will provide a better picture of
the stance of central banks toward oil price changes.

The second difference between the studies mentioned above lies in the data used in
this paper. Tiryaki et al. (2017) analysed monthly data up to 2017 in two subperiods. Civcir
and Akkog¢ (2021) work with daily data for crude oil prices, exchange rates, and sectoral
indices of stock markets. However, this study uses monthly and the most recent data
available. For the analysis, the period from 2005 to 2021 is covered. Therefore, we hope that
this study presents the current relationship between oil prices and the stock market in Turkey
in a non-linear form by employing a NARDL approach. This is one of the contributions of
this paper to the growing literature in this field.

This study also differs from the previous literature by examining the source of
asymmetry in the oil price-stock market returns relationship while emphasising the role of
monetary policy changes. The oil price shocks, namely economic activity demand shock, oil
inventory demand shock, oil consumption demand shock, and oil supply shock, are
considered the possible reasons for asymmetry, and OLS examines their effects. Quantile
regression approaches for different states of the stock market. In this sense, this study is the
first that combines the NARDL and quantile regression methods to investigate the oil price-
stock market association for Turkey.
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3. Data and Methodology
3.1. Data

To examine the possible asymmetric relationship between stock market returns and
selected macroeconomic variables, monthly data from the 2005:01-2021:06 period is
employed. As discussed in the previous section, the theoretical and empirical literature uses
other macroeconomic variables in this association. Following the earlier studies, industrial
production index (y) (as in Tiryaki et al., 2019; Erdem et al., 2005; Kandir, 2008; Scholtens
& Yurtsever, 2012; Park & Ratti, 2008), interest rates (i) (following Scholtens & Yurtsever,
2012; Park & Ratti, 2008), exchange rates (exc) (Tiryaki et al., 2019), and crude oil prices
(oil) are used as the main determinants of stock returns.

BIST 100 index from Borsa Istanbul is used as the proxy for stock prices in Turkey.
This is the main index for Borsa Istanbul, including the selected shares traded in the Stars
MarketS. Turkey's monthly industrial production index represents industrial production
(2015=100). To reflect the Central Bank’s monetary stance of the Republic of Turkey,
interest rates are employed. The exchange rate in US dollars reflects both the international
trade relationships and the effects of economic and political changes. An increase in the
exchange rates can be interpreted as the depreciation of the Turkish Lira. The Brent-Europe
oil price (per barrel in US dollars) is used for oil prices. The industrial production index,
exchange rates, and BIST100 data are obtained from the Electronic Data Delivery System
of the Central Bank of Turkey. The US Energy Information Administration (EIA) accepts
the oil price series. All the variables except interest rates are used in natural logarithms.

To examine the role of oil price shocks in the oil price-stock market relationship, we
also employ publicly available oil price shock data computed based on the paper by
Baumeister and Hamilton (2019) and provided by Christiane Baumeister's webpage®.

3.2. The NARDL Approach

Previous literature tests the oil price-stock market return relationship with various
methodologies. These include vector autoregressive models (i.e., Sadorsky, 1999; Eryigit,
2012), different regression models (i.e., Scholtens & Yurtsever, 2012; Nusair & Al-
Khasawneh, 2018; Mokni, 2020), GARCH specifications (i.e., Sadorsky, 1999; Arouri &
Nguyen, 2010) and ARDL models (Al-haji et al., 2017; Tursoy & Faisal, 2018). These
models assume that the relation between oil price and stock market returns is linear. For
Turkey, among others, Altintag and Yacouba (2018), Tiryaki et al. (2019), and Civcir and
Akkoc (2021) find evidence supporting that the association mentioned above is nonlinear
and asymmetric. We employ the nonlinear autoregressive distributed lag model as our
primary model to account for the asymmetric cointegration relationship between variables.

5 Borsa Istanbul stock indices ground rules determine the definition of BIST  100.

<https://www.borsaistanbul.com/files/bist-stock-indices-ground-rules.pdf>, 12.01.2022.
6 <hups://sites.google.com/site/cjsbaumeister/datasets>, 20.05.2022.
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Nonlinear ARDL (NARDL) is developed by Shin et al. (2013) as an extended version of
linear autoregressive distributed lag with short- and long-term asymmetric effects, which
Pesaran and Shin have previously proposed (1999) and Pesaran, Shin, and Smith (2001).

The cointegration relationship can be examined with other methods as well. Engle
and Granger’s (1987) procedure is proper when there are only two variables, whereas
Johansen and Juselius’s (1990) method is employed when there are many variables. Both of
these methods require that all variables be integrated into order one (I(1)). Unlike Engle and
Granger and Johansen and Juselius procedures, Pesaran et al. (2001) developed a bound test
approach that can be applied even when the variables have different orders of integration.
The general dynamic specification of ARDL can be used when the variables are level or first
difference stationary. Another advantage of ARDL is that it can decompose the long-term
relationship among variables when they are not stationary second difference. The
asymmetric bound test is also efficient for small samples using ARDL because all variables’
lags can be added to the model. Despite all these advantages over other cointegration
procedures, ARDL does not consider asymmetric effects. Shin et al. (2013) add these
asymmetric effects into the model and develop the nonlinear ARDL model. Unless the data
is integrated into order two (1(2)), NARDL can be successfully employed (Pesaran et al.,
2001).

The ARDL model that investigates the symmetric cointegration relation between
stock market returns and other macroeconomic variables can be seen in Eq. (1):

ABISTlOOt = 90 + QbBISTloot_l + nyt—l + Boiloilt_l + giit—l + 9€xcexct_1 +
Z%;_ll a; ABISTlOOt_L + Z?:l Pi Ayt—i + Zir:l ,Bi AOilt_i + Zle & Ait—i + Z}tzl g; Aexct_l- +
€t 1)

In Eqg. (1), BIST100, y, oil, i and exc are stock market return, industrial production
index, oil prices, interest rates, and exchange rates, respectively. The first part on the right-
hand side of this equation reflects the cointegration association. 0s represent the long-term
coefficients. The second part of this equation shows the short-term effects. The following
null hypothesis tests the symmetric cointegration relationship among variables: 6, =
0y=00y=0; = 5 = 0. Pesaran et al., (2001) provide upper critical values when all
variables are 1(1) and lower critical values when all variables are 1(0). If the calculated F
statistic is higher than the upper critical value, the null hypothesis of no cointegration is
rejected. That is, evidence supports the existence of a long-term cointegration relationship
between dependent and explanatory variables. This result indicates the co-movement of
these variables in the long run. When the calculated F test is lower than the lower critical
values, one can conclude that there is no cointegration. The area in between is the indecisive
area.

Yet, the short- and long-term association between variables can be asymmetric and
symmetric. The asymmetric and nonlinear effects of explanatory variables on the dependent
variable can be examined through the NARDL method. New time series variables created
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by the positive and negative partial sums of explanatory variables are used to test the short-
and long-term asymmetric effects. The new series derived from the oil price variable can be
seen below:

oilt = ailo + oilt" + oilt 2

In this equation, oilo represents the initial value, oils" and oil; are the positive and
negative partial sums.

oilf =Xt Aoilf = Xt , maks(Aoil;, 0)
oily =Xt Aoily =Yt min(Aoil;, 0) (3)

One of the advantages of the NARDL model is that this model can investigate the
asymmetric effects of all variables or some of them. In this study, the possible nonlinearity
in the effects of all variables on stock markets is considered. Therefore, the nonlinear and
asymmetric cointegration relationship can be shown as follows:

BIST100, = 6 + 05 yi + 65 y; +6.;,0il} + 65,01l + O cexci + Oocexcy + 67 if +
07i7 + e 4)

e: demonstrates the deviations from the long-term equilibrium in the cointegration
relationship presented in Eg. (3). ©+ and ©- denote the impacts of positive and negative
variations respectively in the explanatory variable on the dependent variable in the long-run.
The asymmetric cointegration model can be obtained by the combination of Eq. (1) and Eq.
(4) as follows:

ABIST100; = 6y + 05BIST100,_1 + 05y, + 65 y;_1+64;,0il} 4 + 6,;0il;_; +

Onkexct s + Opxexci_y + 07 ity + 67 iy + X" a; ABIST100,_; +

Z?:o ﬁ;Aytti + Z?:o ﬁ;Ayt_—i + Z?:o ﬁg;ccAexC;——i + Zg=o ﬁe_cheth_—i +

Yo B AL + X BT Dir_; + X BouAoily; + X, Bonoil;_; ®)

As mentioned, the lagged variables in the first part of Eq. (5) show long-term
asymmetric cointegration association. Following Shin, Yu, and Greenwood-Nimmao (2013),
first, classical OLS is applied to Eq. (5). To test the long-term asymmetric association among

variables, the FPSS test proposed by Pesaran et al. (2001) is conducted. This test has the
following null and alternative hypotheses that analyse the existence of cointegration.

Hy:0p =05 =0, =0 =0,y =0 =07 =02 =05 =0 (6)
Hy: 0 # 0 # 0, # 05, # 05y # 0} # 07 # 02 # Oyc 0 @)

The rejection of the null hypothesis supports a long-term asymmetric relationship.
The long-term coefficients of positive and negative shocks are normalised by 6. For the
long-term coefficients of oil price increases and decreases, the following formulae are used
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—_ + —_ _.

z"” and L,;- = z"”. The asymmetric relationship between the
b b

explanatory variable and the dependent variable is tested by using the Wald test. For

example, if the null hypothesis of L,;+ = L,;- can be rejected, one can infer that the ups

and downs in the oil prices have different effects on the stock market index.

respectively” L,;+ =

The second part of Eq. (5) reflects short-term effects. For this equation, the
expectation for the coefficients of y*.1, dy*wi and variables are positive. The production
growth is likely to increase company profits and cash flows, so production and stock prices
are expected to move in the same direction. Interest rate increases are expected to affect
stock prices in the short- and long-term negatively. A contractionary monetary policy
reduces the demand for company stocks, so the stock prices decline. On the contrary, an
expansionary monetary policy will stimulate the demand for company stocks so that the
stock prices will rise. As a result, the expectations for the coefficients of i1 and dii
variables are positives.

As an oil-importing country, we expect to observe an inverse effect of oil price
increases on stock prices in Turkey. For the impact of exchange rate variations on stock
markets, more than one factor plays a role. When the local currency depreciates, the
competitive power of export companies increases, so their stocks will be appreciated,
however, the imported inputs will be more expensive, and such a change in exchange rates
will decrease stock prices.

3.3. The Quantile Regression Approach

Oil price- stock market association can also be sensitive to the origin of the oil price
changes®. As Kilian (2009) noted, different oil shocks can explain the differences in stock
markets in response to oil price fluctuations. Therefore, the asymmetric reaction of the stock
market shown in the previous section can result from different oil price shocks. Mokni
(2020) also notes that different states of stock markets (namely bearish, regular, or bullish
markets) can respond differently to these shocks. In this section, we investigate the effects
of different oil price shocks on the Turkish stock market returns for other market conditions.

Kilian (2009) defines oil price shocks as follows: Supply-side shocks reflect the
availability of crude oil. Aggregate demand shocks are due to the changes in global oil
demand driven by variations in the global business cycle. Oil-specific demand shocks are

" . . . . . -65
The long-term coefficients of other variables in the model are computed in the same way: L+ = g—by and L,- =

-0

-05 . . . . . -6/
B—y represent the increase and decreases in the industrial production. Li+ = 9_1 and L,- = B
b b b

are used for

. . . -0 -0
long term coefficients of interest rate increase and decreases. Loy .+ = ee“ and Loy~ = 9“”‘5 are employed to
b b

compute the long-term coefficients of exchange rate increase and decreases respectively.

Recently, studies show that contractory monetary policy will have more effects on stock markets than
expansionary policy (for example, Tiryaki et al., 2019).

We would like to thank to the anonymous referee to draw our attention to this point.
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caused by the increased demand for oil due to precautionary reasons, such as fears of future
oil deficits. Based on the study by Baumeister and Hamilton (2019), we consider three types
of demand shocks: economic activity shocks, oil consumption demand shocks, and oil
supply shocks. Qil supply shocks reflect supply-side shocks. To observe the separate impacts
of these shocks, the following linear model is employed:

dBIST100, = Sy + f,0econ; + B,0cons; + fz0invent, + f,0supply; + & 8)

Where dBIST100 is the natural logarithm of stock market returns in the first
difference, and the righthand side variables represent economic activity shocks (Oecon), Oil
consumption demand shocks (Ocons), 0il inventory demand shocks (Oinvent,), and oil supply
shocks (Osupply,), respectively.

We also examine the effects of monetary policy changes on the oil shocks-stock
market association described in Eq. (8) by adding interaction terms with short-term interest
rates (1). Eq (9) shows this situation:

dBIST100, =y, + y10econ; + y,0cons; + y30invent, + y,Osupply, + ysOecon; *
I + y¢Ocons; * I; + y;0invent, * Iy + ygOsupply; * I, + O 9)

Both Eq (8) and (9), when estimated with OLS, summarise the average impact of oil
price demand supply shocks on the stock market returns. In other words, these models
defined in Eq (8) and (9) answer the following research question: “Do the oil shocks (and
their interactions with interest rates) affect stock market returns?”. In this paper, we argue
that oil price changes can have an asymmetric impact on stock market returns, which may
vary based on the state of the stock markets. Therefore, we need to ask whether oil price
shocks affect different conditions of stock markets, namely in bearish, regular, or bullish
markets. This research question can be answered through the quantile regression approach
developed by Koenker and Bassett (1978). This model weights observations asymmetrically
depending on the over or under-prediction of the true model. The weight for positive
deviations from the regression line will be 1, whereas the negative deviations will be
penalised by (1-t) (Baum, 2013). Linear programming optimisation methods obtain the
minimisation of the sum of deviations. Quantile regressions also have the advantage of being
robust against non-normality in the error terms and the presence of outliers.

Quantile regression models have been used to examine oil price-stock market
association (for instance, Lee & Zeng, 2011; Nusair & Al-Khasawneh, 2018; Mokni, 2020).
The quantile regression models are defined below:

dBIST100.(t/x) = § + B{ Oecon; + 3 0cons, + 3 Oinvent, + B; Osupply, + BTE.(10)
This model takes the following form when the interaction terms are also added.

dBIST100.(t/x) = y§ + y{ Oecon, + yOcons; + y3Oinvent, + y; Osupply; +
yEOecon; * I, + yéOcons, * I, + y3Oinvent, * I, + y§Osupply, * I, + Y E; (11)
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Following Nusair and Al-Khasawneh (2018), nine quantiles are computed (t = 0.10,
0.20, 0.30, ...., 0.90). The three states of the stock market are defined as follows: Quantiles
from 0.10 to 0.30 represent a bearish stock market, quantiles from 0.40 to 0.60 correspond
to a regular stock market, and the rest shows a bullish stock market.

4. Empirical Findings

4.1. Asymmetric Relationship between Stock Returns and Macroeconomic
Variables: NARDL Approach

The NARDL model can be used if the data is not integrated into order two. Therefore,
this study begins with the unit root tests. The sample period covered in this study includes
the 2008 financial crisis, which may cause a structural break. Therefore, to test whether the
data is stationary, besides the traditional ADF test, the Breakpoint test, which also takes the
structural breaks into account, is applied. The results are presented in Table 1.

Table: 1
Unit Root Test Results
ADF Breakpoint
Variable Model and Number of Lags t-stat Model and Number of Lags t-stat Structural Break Date | Result
BIST100 a(l) -2.43 (0) -2.81 2009:02 1(1)
dBIST100 b (0) -16.44%** (0) -17.03%** 2008:10 1(0)
y a(5) -2.97 [@) -2.90 2010:02 1(1)
dy b (4) -9.69%** (0) 29.76%** 2020:06 1(0)
oil b (1) 3.22* (1) -3.85 2004:06 1(1)
doil ¢ (0) -13.26%% (0) -16.25%%* 2020:03 1(0)
exc a(12) -1.10 @) 2.93 2016:09 1(1)
dexc a(11) -6.55%** (0) 12,717 2018:08 1(0)
a: Constant and trend; b: Constant; c: No constant or trend model
*, ** and *** indicate significance at the 10%, 5%, and 1% level, respectively.

ADF and breakpoint test results in Table 1 indicate that all variables are first
difference stationary. The results in Table 1 also indicate different structural break dates for
the variables employed in this analysis. These different structural break dates show the
existence of specific factors affecting the macroeconomic variables. More specifically, this
finding implies an asymmetric relationship in the short and long run. In addition, the
structural break dates of the stock markets and exchange rates correspond to the global crisis
in 2008 and the shock in the exchange rates in 2018, respectively.

Since BIST100 is integrated into order one and no series is integrated into order two,
the best model to test the relationship between stock prices and the selected macroeconomic
variables is NARDL.

The analysis starts with a model including 24 lags. The model is re-estimated by
excluding insignificant explanatory variables. The findings from the cointegration test
(FPSS) are reported in Table 2.
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Table: 2
Cointegration (Fess) Test
F Statistics Fpss Critical Values*
1(0) | 1(1) Conclusion
Bist100 = F(y, oil, exc, i) 17.77 2.86 | 4.01 Asymmetric Cointegration

* This shows the null hypothesis of no cointegration at the 5% significance level. The critical values for the bound test are obtained from Pesaran et al.
(2001).

The results in Table 2 reject the null hypothesis of no asymmetric cointegration since
the computed F statistic is larger than the upper critical values. More specifically, this result
supports the long-run asymmetric cointegration between stock prices and industrial
production, oil prices, interest rates, and exchange rates. The coefficient of one period-
lagged BIST100 variable, which demonstrates the cointegration relationship and is shown
in Table 5, is also negative and significant, as expected.

Table 3 reflects the Wald test results in which the asymmetric effects of explanatory
variables are tested. Wald test examines whether the coefficients of positive and negative
partial sums of any explanatory variable are equal in the long run. If the equality of these
partial sums cannot be rejected, one may conclude that a long-term symmetric relationship
exists.

Table: 3
Wald Test Results for the Long-Run Asymmetric Relationship among Variables
F statistic (Probability) Conclusion
WALDyi (Loil+= Loil-) 20.06*** (0.0000) Asymmetric
WALDy (Ly+= Lyl-) 13.97*** (0.0004) Asymmetric
WALD; (Li+= Li-) 11.18*** (0.0014) Asymmetric
WALDexc (Lexc+= Lexc-) 72.77*** (0.0000) Asymmetric

The numbers in parentheses show probability values. They all indicate that the symmetric relationship is rejected at the 5% significance level.

The findings from this table reject the hypothesis stating that oil price changes create
linear and symmetrical effects on BIST100. In other words, oil price changes affect stock
prices asymmetrically. The same result is valid for other macroeconomic variables as well.
The positive and negative partial sums for industrial production, interest, and exchange rates
are unequal.

Next, the NARDL model is estimated to reflect the asymmetrical relationship
between the stock market returns in Turkey and the selected macroeconomic variables. We
re-estimate the NARDL model by excluding the variables that are statistically insignificant
in explaining the dependent variable, and we obtain the finest model. The results from these
estimations are shown in Table 4.
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Table: 4

Results from NARDL Estimations for the Relationship between BIST100 and
Selected Macroeconomic Variables

Dependent Variable: DBIST
Variable Coefficient Prob.*
C 2.939*** 0.0000
BIST(-1) -0.458*** 0.0000
Y _P(-1) -0.108 0.2242
Y _N(-1) 0.091 0.4006
OILL_P(-1) -0.310*** 0.0000
OILL_N(-1) -0.028 0.4390
I_P(-1) -0.005** 0.0478
1_N(-1) 0.014%** 0.0081
EXC_P(-1) 0.820*** 0.0000
EXC_N(-1) -1.004*** 0.0000
DBIST(-2) 0.385*** 0.0000
DBIST(-4) 0.351*** 0.0001
DBIST(-5) 0.969*** 0.0000
DY_P(-5) 0.850*** 0.0000
DY_P(-6) 0.739*** 0.0003
DY_P(-8) 1.133%* 0.0000
DY_P(-10) 1.138%** 0.0000
DY_P(-11) 1.453%** 0.0000
DY_N(-8) -0.659*** 0.0004
DOILL_P(-5) -0.245*** 0.0006
DOILL_P(-7) -0.792%** 0.0000
DOILL_P(-10) -0.316*** 0.0009
DOILL_P(-12) 0.122*** 0.0000
DOILL_N(-2) 0.288*** 0.0000
DOILL_N(-3) 0.414*** 0.0000
DI_N(-1) 0.122%** 0.0000
DI_N(-2) -0.118*** 0.0000
DI_N(-3) 0.097*** 0.0000
DI_N(-4) 0.044*** 0.0085
DI_N(-6) 0.083*** 0.0000
DI_N(-13) 0.044%** 0.0005
DEXC_P(-1) -1.756*** 0.0000
DEXC_P(-4) 0.947*** 0.0001
DEXC_P(-5) 0.863*** 0.0003
DEXC_P(-3) -0.955*** 0.0000
DEXC_N(-10) -1.249*** 0.0010
Diagnostic Tests
Adjusted R-squared 0.802574 Ramsey-Reset 1.51(0.22)
LM 1.27 (0.25) CUSUM Q Sta.
BPG 124 (0.17) CUSUM Q? Sta.

The bottom panel of Table 4 also shows the diagnostic tests regarding the validation
of model assumptions. Lagrange Multiplier (LM) test and the Breusch-Pagan-Godfrey test
indicate that the results are free from autocorrelation and heteroskedasticity. Therefore, it is

possible to conclude that the NARDL model is well-specified?°.

10 7o conserve space, some of the short—term coefficients cannot be reported in this table. However, they are
available on request.
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The coefficients that reflect the long-term relationship between BIST100 and selected
macroeconomic variables are reported in Table 5. These long-term coefficients are obtained
from the estimation of the NARDL model, which is shown in Table 4.

Table: 5
Long-Term Coefficients
Variable Coefficient Variable Coefficient
Loirt -0.677%** Li+ -0.012**
Loil- -0.061 Li- 0.030***
Lyt -0.236 Lexct 1.791%**
Ly- 0.200 Lexc- -2.193***

*, ** and *** indicate significance at the 10%, 5%, and 1% level, respectively.

Table 5 indicates that all coefficients except industrial production have the expected
sign. Although the rise and decline of industrial production yield coefficients with
unexpected signs, they are insignificant. That is, the variations in industrial production do
not explain the changes in stock prices. Although industrial production does not yield
significant positive and negative partial sums in the cointegration, it has a substantial
contribution in the short run that is in line with expectations. Excluding industrial production
affects estimation negatively. Therefore, we decide to keep industrial production in the
model.

However, the changes in oil prices have different impacts on stock prices. Oil price
increases have a significant and adverse effect on BIST100. Once they rise by 1%, the
BIST100 index experiences a 0.67% decrease. On the other hand, oil price decreases do not
affect Turkey's stock market since the long-term coefficient is insignificant. As expected,
positive and negative changes in interest and exchange rates have different impacts on stock
prices. A tighter monetary policy will have less impact on stock returns than an expansionary
policy, which is in line with Bernanke and Kuttner (2005) and Tiryaki et al. (2019).
Exchange rate variations have the highest impact on positive and negative shocks. Table 5
shows that when the Turkish Lira depreciates by 1%, stock returns in Borsa Istanbul increase
by 1.79%. The effect of adverse shocks on the exchange rates of BIST100 is even more
significant. When the exchange rates decrease by 1%, stock returns drawback of 2.193%.
The findings in Table 5 reflect the asymmetrical impacts caused by the explanatory
variables. The results are primarily in line with previous studies and economic theory.

To test the coefficient stability for the estimated relationship between BIST100 and
selected macroeconomic variables, cumulative sum (CUSUMQ) and cumulative sum of
squares (CUSUM of squares) are also conducted, as suggested by Brown et al. (1975). The
results of CUSUMQ and CUSUM of squares are presented in Figure 2. Both plots show that
CUSUM and CUSUM of squares stay within the critical bounds at the 5% significance level.
Therefore, the coefficients of the estimated model are stable over the analysis period.
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Figure: 2
CUSUMQ and CUSUM of Squares Results
CUSUM Q CUSUM of Squares
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Overall, the findings imply that the effects of oil prices, interest rates, and exchange
rates on stock returns in Turkey are asymmetric, which points out the NARDL as the correct
estimation method. Tiryaki et al. (2019) show that the asymmetric effects on stock returns
are more explicit when the interest rates and exchange rates rise together. This study shows
that only increases in oil prices negatively affect stock returns. Decreases in oil prices have
no significant impact. The lack of evidence for the oil price decreases must be taken into
consideration by policymakers carefully. This finding suggests that the adverse effects of oil
price increases on the stock market cannot be reversed easily by oil price falls. We cannot
observe an uprising stock market when oil prices decline. Therefore, specific policies are
required to manage the negative impacts of oil price hikes.

Demirer et al. (2020) note that oil price changes have important implications for the
effectiveness of portfolio diversification. These changes can force many major asset classes,
including stock prices, to act in the same direction, reducing the advantages of forming a
portfolio. Depending on the size of the positive oil price shocks, portfolio shifts might be
considered by investors.

Our findings are mostly in line with the increased production costs argument that
claims that when oil cannot be substituted with another input, cash flows to the firm will be
negatively impacted, and the stock prices will decrease. To avoid this negative consequence,
alternative energy sources, especially renewable energy potential, must be evaluated
carefully by policymakers. The dependency on oil as an input must be reduced. Besides, oil
price increases have a strong potential to create inflationary pressure. Monetary
policymakers must carefully consider this pressure, especially when a tighter monetary
policy is not as effective as an expansionary monetary policy.
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Our results also indicate that global factors dominate Turkish stock markets. The
asymmetric response of stock markets to various macroeconomic variables, particularly oil
prices as a commodity traded in stock exchanges, must be considered in portfolio
diversification strategies.

4.2. The Role of Oil Price Shocks in the Asymmetric QOil Price - Stock Market
Relation: Quantile Regression Approach

In the previous section, we have shown that the changes in oil prices and monetary
policy have an asymmetric impact on stock market returns. In this section, we examine the
possible sources of asymmetry. To do so, we explore the effects of specific oil price shocks
and whether monetary policy change affects the oil shocks - stock returns relationship. The
findings for Eq (8), in which only the oil price shocks are considered, are presented in Table
6

Table: 6
Results from Quantile and OLS Regressions for the Relationship between BIST100
and Oil Price Shocks

Bearish Market Normal Market Bullish Market OoLS
To.1 T0.2 T0.3 T0.4 T05 T0.6 To0.7 T0.8 T0.9

o 0.013 -0.011 -0.002 -0.002 -0.006 -0.001 -0.002 0.001 -0.006 -0.005
econ (0.0193) (0.0113) (0.0108) | (0.0112) | (0.0101) | (0.0094) | (0.0084) | (0.0091) | (0.0128) | (0.0073)
o 0.003 0.004** | 0.006*** | 0.006*** | 0.005** 0.001 0.001 0.002* 0.001 0.003**
(0.0030) (0.0018) (0.0017) | (0.0020) | (0.0021) | (0.0023) [ (0.0019) | (0.0013) | (0.0029) | (0.0016)

ol -0.002 -0.005 0.003 0.008 0.007 -0.001 -0.002 0.003 0.003 0.002
nvent (0.0127) (0.0147) (0.0128) | (0.0110) | (0.0105) | (0.0108) | (0.0098) | (0.0084) | (0.0121) [ (0.0071)

o -0.008 -0.008 -0.007 -0.009 -0.009 -0.009 -0.010 -0.003 -0.006 -0.007
supply (0.0117) (0.0058) (0.0061) | (0.0082) | (0.0080) | (0.0091) | (0.0102) | (0.0116) | (0.0104) | (0.0049)
Constant -0.087*** [ -0.056*** | -0.026*** | -0.007 0.004 | 0.030*** | 0.050*** [ 0.070*** | 0.097*** [ 0.008
(0.0123) (0.0083) (0.0075) | (0.0060) | (0.0053) | (0.0060) [ (0.0056) | (0.0049) | (0.0086) | (0.0057)

Observations 197 197 197 197 197 197 197 197 197 197
R-squared 0.063

Standard errors are provided in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.

The findings in Table 6 indicate that only oil consumption demand shocks
significantly influence the stock market returns, and this effect is observed in bearish and
regular markets. For the higher quantiles, the significance of oil consumption shocks almost
completely vanishest. This finding is in line with Nusair and Al-Khasawneh’s (2018)
evidence. They note that the impact of oil price changes is more pronounced for the low
levels of stock markets due to worries about the state of the economy. Smyth and Narayan
(2018) note in their review that the asymmetric effects of oil prices are less visible in the
upper quantiles than in the lower quantiles. Zhu et al. (2016) state that there is a co-
movement between oil prices and stock markets for bearish stock markets in China, which
disappears in the bullish markets.

' The same analysis is repeated with the oil price shocks that are decomposed into positive and negative price
shocks. The results reveal that oil consumption shocks are significant for the bearish and normal market levels
when the shocks are positive.
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The summary of the coefficients obtained from different quantiles and their
comparison with the standard OLS estimates are provided in Figure 3.

Figure: 3
The Effects of Oil Shocks for Each Quantile
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Figure 3 shows that each oil shock’s effects and magnitude over quantiles differ
significantly from the OLS estimations. In other words, the impact of oil shocks varies
depending on the state of stock market returns. The variation is evident for the oil
consumption shocks.

Observing the positive impact of oil consumption shocks on the bearish stock markets
can be attributed to the investor sentiment approach. Demirer et al. (2020) argue that oil
price changes significantly affect investor sentiment. Turkish investors seem to take oil
consumption shocks as a sign of a future economic boom. They expect that it will be
reflected in better corporate performance, as suggested by Smyth and Narayan (2018). This
effect is more substantial when the market is in a bearish state. During the bullish market,
they do not expect a more significant economic boom in the future. This finding is essential
for policymakers since it shows which oil shock drives investor sentiment and stock market
returns.

The same analysis is repeated with the interaction terms by adding a multiplication
of each shock with short-term interest rates. The results are demonstrated in Table 7.
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Table: 7

Results from Quantile and OLS Regressions with Monetary Policy Interaction Terms

Bearish Market Normal Market Bullish Market oLS

To.1 T0.2 T0.3 To.4 T0.5 T0.6 T0.7 T0.8 T0.9

o 0.013 -0.008 0.009 0.012 -0.006 -0.017 0.000 0.003 0.011 -0.003

eeon (0.0357) | (0.0289) | (0.0245) | (0.0246) | (0.0227) | (0.0215) | (0.0232) | (0.0273) | (0.0254) | (0.0167)

o 0.004 0.005 0.008 0.009 0.006 0.004 0.007 0.000 -0.007 0.004

oons (0.0051) | (0.0050) | (0.0054) | (0.0062) [ (0.0068) | (0.0068) | (0.0076) | (0.0068) | (0.0066) | (0.0040)

o 0.038* 0.027 0.040* 0.025 0.023 0.024 0.022 0.002 -0.010 | 0.023*

invent (0.0215) | (0.0207) | (0.0226) | (0.0166) | (0.0166) | (0.0236) | (0.0243) | (0.0245) | (0.0244) | (0.0131)

o 0.007 -0.000 0.007 0.008 0.011 0.007 0.009 -0.005 -0.008 0.004

supply (0.0241) | (0.0131) | (0.0102) | (0.0141) [ (0.0140) | (0.0143) | (0.0185) | (0.0232) | (0.0230) | (0.0086)

Ocean X Interest Rates -0.000 -0.000 -0.001 -0.001 0.000 0.002 0.000 -0.000 -0.001 -0.000
(0.0037) | (0.0028) | (0.0023) | (0.0023) | (0.0021) | (0.0021) | (0.0025) | (0.0028) | (0.0030) | (0.0017)

Ocons X Interest Rates -0.000 -0.000 -0.000 -0.000 | -0.000 -0.000 -0.000 0.000 0.001 -0.000
(0.0004) | (0.0004) | (0.0005) | (0.0005) [ (0.0006) | (0.0006) | (0.0006) | (0.0006) | (0.0006) | (0.0003)

Oru X Interest Rates |—0-004* -0.003 -0.003* -0.002 | -0.002 -0.002 -0.002 0.000 0.001 | -0.002*
invent (0.0020) | (0.0018) | (0.0018) | (0.0015) [ (0.0015) | (0.0021) | (0.0023) | (0.0025) | (0.0027) | (0.0012)

o -0.001 -0.001 -0.001 -0.001 | -0.002 -0.001 -0.001 -0.000 0.001 -0.001

supply (0.0023) | (0.0013) | (0.0009) | (0.0013) [ (0.0013) | (0.0016) | (0.0018) | (0.0016) | (0.0018) | (0.0009)

Constant -0.084*** | -0.050*** | -0.031*** | -0,011** | 0.006 | 0.031*** | 0.049*** [ 0.070*** | 0.102*** | 0.008
(0.0109) | (0.0089) | (0.0064) | (0.0052) | (0.0060) | (0.0072) | (0.0100) | (0.0093) | (0.0111) | (0.0058)

Observations 197 197 197 197 197 197 197 197 197 197
R-squared 0.087

Standard errors are provided in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% level, respectively.

Table 7 reveals weak evidence for the impact of oil inventory demand shocks on
stock returns. This effect is positive and significant only at the 10% level and valid for
bearish stock markets. The interaction term for oil inventory shocks has a negative and
significant coefficient. It means that the interest rate changes lower the impact of oil
inventory shocks on stock market returns®?. This effect disappears entirely for the third
quartile (Q=0.3).

The reasons behind the lowering effect of interest rate changes on the impact of oil
prices can be inferred by looking at the various channels in the transmission mechanism of
oil prices to stock returns. We have explained that the positive effects of the oil price shock
on the stock market return can be attributed to the higher investor sentiment by examining
the results in Table 6. In addition to the investor sentiment channel, one must consider the
monetary channel and production costs argument in the oil price-stock returns nexus
together. The energy structure of Turkey is highly dependent on imported oil. Qil price
shocks elevate production costs significantly. This result has already been put forth using
the NARDL approach in the previous section. Increased production costs are reflected in the
prices quickly, which creates inflationary pressure on the Central Bank. Here, the monetary
channel in the transmission mechanism becomes prominent. As noted by Degiannakis et al.
(2018), this pressure causes an increase in short-term interest rates. The rise in interest rates
will decrease the value of future cash flows to the firms and eventually negatively affect the
stock market. Therefore, the changes in the interest rates will be erased by the positive
expectations in the bearish stock markets due to the oil inventory shocks.

12 The linear test for the sum of coefficients of oil inventory shocks and the respective interaction terms is
significant at 10% for the lowest quantile (v=0.1) and insignificant for t=0.30.
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Overall, our findings are in line with the previous literature. We find more
pronounced impacts of oil demand shocks in the lower levels of stock markets, as in Zhu et
al. (2016), Nusair and Al-Khasawneh (2018), and Smyth and Narayan (2018).

Mokni (2020) shows that oil-importing countries are less sensitive to oil price shocks
than oil-exporting countries. Oil demand shocks are influential for oil-exporting countries,
and the stock market reacts positively to these shocks. The oil-importing nature of Turkey
can explain the lack of highly significant oil price shocks.

5. Conclusion

The literature on the impacts of oil prices on stock exchanges mainly considers
developed countries. Their analyses are based on the assumption that this relationship is
linear and symmetric. However, there is no reason to believe that such an assumption reflects
the true nature of the oil price-stock exchange relationship. In this study, we use the NARDL
approach to examine the nonlinear relationship between oil prices, industrial production,
interest rates, exchange rates, and stock market index for the Turkish economy using the
period between 2005:01 and 2021:06. Different from the existing literature, we use the short-
term interest rates as the primary monetary policy tool while analysing the most current data
for Turkey. We also look for the source of asymmetry in the oil price-stock market nexus by
investigating the effects of different oil price shocks on stock returns. To do so, we employ
OLS and quantile regression models, which allow us to detect any impact for varying stock
market levels. In this sense, this study is the first that combines the NARDL and quantile
regression approaches for the oil price changes - stock market association in Turkey.

Our results suggest a considerable degree of asymmetry in this relationship. More
specifically, we show that only positive shocks in oil prices affect the stock prices negatively,
while adverse shocks are insignificant. We also demonstrate that changes in interest rates
and exchange rates have an asymmetric impact on stock markets. These effects on stock
returns are more pronounced when interest and exchange rates rise together.

Our findings are important for both investors and policymakers. We show that oil
prices as a global factor play a vital role in the formation of stock prices as risk indicators,
besides traditional factors, namely future cash flows and dividends. The asymmetric part of
oil prices is especially striking for the effectiveness of portfolio diversification. Oil price
changes can force stock prices and other asset classes to move in the same direction, so the
advantages of holding a diversified portfolio will be reduced. Depending on the size of the
positive oil shock, this reduced effectiveness can be more pronounced. Therefore, investors
might consider significant portfolio shifts conditional upon the size of the increase. In
addition, investors must understand that only positive oil prices impact stock prices, which
cannot be reversed by the oil price decreases.

From the policy formation standpoint, our results support the production cost
argument. When oil as input is more expensive, future cash flows to firms will be negatively
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affected, so stock prices decline. To manage these undesirable consequences, policymakers
must concentrate on decreasing oil dependency at the production level by substituting it with
alternative energy sources such as renewables. In addition, monetary policymakers must
carefully consider the potential of oil price hikes to increase inflation.
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Abstract

The impact of public sector debt composition on the private sector is a matter of curiosity. This
article explores the crowding-out effect of public debt and public investment on private investment in
Turkey from 1975 to 2020, utilising the ARDL method. The findings reveal that public investment,
public domestic debt stock, and external debt service create a crowding-out effect; on the other hand,
the public external debt stock has a crowding-in effect on private sector investments. In this study, the
crowding-out effect of public debt, which has not been directly related to private sector investments in
the literature, is tried to be examined.
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Oz

Kamu kesimi borg kompozisyonunun, 6zel sektor tizerindeki etkisi bir merak konusudur. Bu
makale, 1975-2020 dénemi i¢cin ARDL y6ntemiyle kamu yatirimi ve kamu borcunun Tiirkiye'deki 6zel
yatirimlar tizerindeki diglama etkisini aragtirmaktadir. Analizden elde edilen bulgular kamu yatirimi,
kamu i¢ borg stoku ve kamu dis borg servisinin, 6zel sektor yatirimlar tizerinde diglama etkisi
yarattigini gostermektedir. Kamu dis borg stoku ise 6zel sektor yatirimlari iizerinde gekme etkisi
yaratmaktadir. Bu caligma, literatiirde daha once ozel sektoér yatirimlari ile dogrudan iliskisi
arastirillmamig olan kamu borcunun dislama etkisi incelenmeye caligilmaktadir.

Anahtar Sozciikler : Kamu Borcu, Kamu Yatirimlari, Dislama Etkisi, ARDL.
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1. Introduction

A lengthy discussion explores how the private sector is affected by the presence of
the public sector, and its roots go back to the 18™ century. It is not possible to say that a
consensus has yet been reached on whether the existence of the public sector is a blessing or
a disaster. In particular, countries’ macroeconomic dynamics, development levels, and even
social structures can differentiate the relationship between the private and public sectors.
Financing the public sector is one of the critical structural problems of developing countries.
On the one hand, a gradual increase and diversification of social demands and expectations
put an extra burden on public expenditure. From another perspective, public expenditures
were made with political preferences and priorities far from economic and financial
rationality, creating considerable pressure on public spending.

On the side of public revenues, the quest for revenue increase, aside from solving the
public finance problem, has revealed effects that cause the existing problems to deepen. For
this reason, the impact of the public sector's expenditure, revenue, and even the use of debt
instruments on the private sector is a matter of curiosity. In particular, the preference for
expansionary fiscal policy in times of economic crisis caused deterioration in budget
balances and severe increases in public debt in many countries (Yurdadog et al., 2021: 89).
More importantly, the 2008 crisis that occurred in the housing market in the USA and
affected the entire world, and the European Union debt crisis that followed this crisis, caused
the share of the public sector in GDP to increase in most countries (Nautet & Meensel, 2011:
7). According to the IMF (2021), public debt stock/GDP in developed economies rose from
77% in 2008 to 120% in 2020. In developing countries, the public debt stock/GDP ratio,
34% in 2008, increased to 64% in 2020. The GDP share of Turkey's public domestic and
external debt stock is also a sharp change, whose time path graph is presented in Figure 1.
The effect of this sharp increase observed in the public debt stock on the private sector has
become an issue that needs to be examined which is the primary motivation of this research.

Figure: 1
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Increasing tax revenues, resorting to central bank resources, and borrowing are the
options that come to the fore as public revenues policy solves the public sector financing
problem. In the part of expenditures, the priority is to reduce public spending. There are
several constraints in using options for tax increases and central bank resources. As it is
known, tax increases after a certain threshold create pressure on economic growth and
development, while indirect tax increases create adverse effects on income distribution.
Therefore, the issue that guides tax increases in the solution of the public financing problem
is the negative effects of the tax increase on the social and economic structure rather than
the financial resources required by the financing problem. Another option for the economic
administrations facing some obstacles to the tax increase is the central bank resources. This
resource’s uncontrolled use undoubtedly causes deeper structural problems and
exceptionally high inflation. In line with the fiscal rules applied in many countries, it is
possible to say that the use of central bank resources is also subject to legal permissions.
When it comes to reducing public expenditures to solve public financing problems, the type
of expenditure primarily affected is investment expenditures.

Modern economic systems consist of not only the public sector but also the private
sector. In this structuring, the state's ideological strategy is decisive regarding the share of
the public and private sectors in the economy. Therefore, when analysed within the
framework of macroeconomic theory, an increase in the use of resources by one of the
sectors will cause the other to use fewer resources (Bilgili, 2003: 2). The goods and services
offered by the public sector may include some social objectives instead of seeking profit.
For this reason, private sector investments are vital for both developed and developing
countries in terms of economic growth (Afonso & Aubyn, 2019: 48). With the Keynesian
approach to sustainable economic growth, although the private sector's investments have a
limited share in the total demand, it is an essential determinant of physical capital
accumulation (Aschauer, 1989: 171). In this context, mixed economy models that accept the
unity of the public and private sectors have been discussed for a long time in the literature
of economic thought. The crowding-out effect, which has its roots in the classical economic
view, has created comprehensive literature examining the impact of public expenditures on
private investments by many authors (Sen & Kaya, 2014: 632).

It is observed that these studies, which investigate the effects of the public sector on
the private sector, focus on three views: Keynesian, Neo-classical, and Ricardian
approaches. Keynesian view-based studies argue that public expenditures have a
complementary character to the private sector and therefore have a positive (crowding-in)
effect on private sector investments (Khan & Gill, 2009: 6; Bahal et al., 2018: 323).
However, studies centred on the Neo-classical approach also argue that public expenditures
substitute for the private sector and create a negative (crowding-out) effect on the private
sector's investments (Kustepeli, 2005: 186). Another approach within the scope of crowding-
out effect studies is the Ricardian Equivalence approach, introduced to the literature by Barro
(1974). Within the scope of Ricardian equivalence theory, it is argued that the public sector
has neither a substitute nor a complementary effect on the private sector. This situation is
because it is thought that tax increases in the future will finance the increase in public
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deficits. Individuals who believe that tax rates will increase will not change their
consumption/investment preferences by accepting that their income levels will not change.
Therefore, it is argued that the deficits created by the public sector will neither have a
deterrent nor an encouraging effect on the private sector (Taban & Kara, 2006: 16). If the
public sector reduces the physical resources available to the private sector, there will be a
direct crowding-out effect. However, suppose the expenditure structure of the public sector
affects the private sector's cost structure because market conditions change. In that case, an
indirect crowding-out effect comes to the fore.

The crowding-out effect is a concept that is theoretically based on public
expenditures. Due to this structure, there are many studies examining the crowding-out
effect empirically using various public expenditure compositions (Aschauer, 1989; Hyder &
Qayyum, 2001; Kustepeli, 2005; Basar et al., 2011; Furceri & Sousa, 2011; Cural et al.,
2012; Sen & Kaya, 2014; Yilanci & Aydin, 2016; Saidjada & Jahan, 2018; Funashima &
Ohtsuka, 2019; Ebghaei, 2021). Unlike these studies, the number of studies examining the
crowding-out effect of public investments on the private sector is substantial (Argimon et
al., 1997; Cil-Yavuz, 2001; Uysal & Mucuk, 2004; Bilgili, 2003; Altunc & Senturk, 2010;
Cural et al., 2012; Mahmoudzadeh et al., 2013; Yarasir-Tulumce & Buyrukoglu, 2013;
Kesbic et al., 2016; Andrade & Duarte, 2016). However, studies examining the crowding-
out effect of the public sector's debt structure on the private sector are relatively new and
limited (Demir, 2017; Caskurlu, 2020; Ela & Pata, 2020; Kulu et al., 2021; Penzin &
Oladipo, 2021; Vanlear et al., 2021). In short, various econometric methods, data sets, and
samples are preferred in empirical studies. The following section provides a comprehensive
review of the empirical literature examining the crowding-out effect.

In the studies conducted, there is no consensus on the impact of the public sector on
private-sector investments. In addition, only a few studies in the literature directly deal with
the crowding-out relationship between public debt components and the level of private
sector investment, and current studies generally deal with public debt in one dimension as a
domestic or external. With this study, the deficiency in the relationship between crowding-
out and public debt in the literature has been tried to be eliminated. In this context, fixed
capital investment in the private sector, fixed capital investment in the public sector,
domestic debt stock, external debt stock, and external debt service variables are preferred
for analysis.

The rest of the work is designed: Section two discusses the empirical literature. In the
following section, the data set and econometric methodology are presented. In the fourth
section, the study's empirical findings are given. The analysis results are associated with the
literature and policy in this context in the last section. The study was concluded by making
recommendations.
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2. Literature

The roots of the theoretical literature examining the effects of the public sector on the
private sector date back to the early periods of economic thought history. With the
widespread use of econometric methaods in light of scientific developments, many empirical
studies have examined this theoretical literature from several aspects. It is observed that time
series and panel data analysis is frequently preferred in terms of methods in studies
conducted in this field. Although the literature examining the crowding-out effect has a
common purpose in structure and model, the preferred model has a severe level of diversity
in terms of sample and examination period. This diversity is valid in the findings obtained.
This section discusses empirical studies examining the crowding-out effect of the public
sector on the private sector and their conclusions.

Aschauer (1989) studied the crowding-out effect of public expenditures on private
investment from the Neo-classical perspective for the United States from 1925 to 1985 using
the FIML (full-information maximum-likelihood) method. As a result of research, increased
public investment is expected to reduce one-to-one private investment. Argimon et al. (1997)
used panel data methods to examine the crowding-out effect of government spending on
private investment for 14 OECD member countries from 1979 to 1988. The study
determined that public investment in infrastructure has a crowding-in effect on private
investment. However, public expenditure on consumption has a crowding-out effect on
private investment. Lachler and Aschauer (1998) examined the crowding-out effect in
Mexico for the period 1970-to 1996 using the 2SLS (two-stage-least square) method. As a
result of the study, it has been determined that public investment has a crowding-out effect
on private investment.

Levaggi (1999) investigated the effect of the provision of pure and impure public
goods crowding-out private consumption in Italy from 1960 to 1993 using the Maximum
Likelihood method. The author argued that the provision of merit goods crowding-out
effects occurs, but its impact is limited to private investment. In the case of pure public goods
provision, the crowding-out effect have no significant impact on private consumption. Hyder
and Qayyum (2001) studied the crowding-out effect of public investment on private
investment and economic growth in Pakistan from 1964 to 2001 using Johansen co-
integration and Granger causality methods. The authors concluded that public investment
generates a crowding-in effect on private investment.

Hatano (2010) searched public investment's crowding-out effect on Japan's private
investment from 1955 to 2004 using the Johansen co-integration and Granger causality
method. In the research conclusion, the author points out a strong possibility of crowding-in
relation to public investment on private investment. According to the Granger causality test
result, there is a bidirectional Granger causality relationship between public investment and
private investment. Furceri and Sousa (2011) performed an extensive study that focused on
the crowding-out effect of government spending in 145 developed and developing countries
from the period 1960 to 2007 by using the GMM (generalised method of moments)

155



Serin, S.C. & M. Demir (2023), “Does Public Debt and Investments Create Crowding-out
Effect in Turkey? Evidence from ARDL Approach”, Sosyoekonomi, 31(55), 151-172.

estimation method. They found that government spending substantially crowds out private
investment and consumption. Using the panel data method, Mahmoudzadeh et al. (2013)
analysed the crowding-out effect of public expenditure on private investment for 38
(developed and developing) countries from 2000 to 2009. The authors found that public
investment positively affects private investment in developing and developed countries.
However, the crowding-in effect is more significant in developing countries than in
developed countries. On the other hand, public consumption has a crowding-out effect in all
samples. Additionally, the impact of the public deficit on private investment in developed
and developing countries is crowding-out and crowding-in, respectively. Khan and Gill
(2014) examined the crowding-out effect of public debt on the private sector in Pakistan
from 1971 to 2006 using the Johansen co-integration method. The authors find a shred of
evidence that the public debt crowd-in private investment.

Using the VAR method, Xu and Yan (2014) studied the crowding-out effect of public
investment expenditures on private investment in China from 1980 to 2011. The authors
investigate the public investment expenditure as two types: investment in public goods and
investment in private goods. As a result of the research, the authors reported that when the
government investment in public goods increases, it creates a crowding-in effect on private
investment. However, government investment in private goods creates a crowding-out effect
on private investment. Andrade and Duarte (2016) investigated the crowding-out effect of
public investment on private investment in Portugal for the period 1960 to 2013 by using the
VAR and ADL (augmented distributed lag) model. In conclusion, the author reported that
public investment led to a crowding-in effect on private investment.

Atabaev et al. (2018) examined the public expenditure’s crowding-out effect on
private investment in Kyrgyzstan with monthly data from 2005 to 2013 using ARDL and
VAR methods. The authors found that public spending affecting positively private
investment in the transition economy of Kyrgyzstan. Bahal et al. (2018) analysed the public
investment’s crowding-out effect on private investment in India from 1950 to 2012 using
the structural vector error correction (SVEC) method. The authors reported that public
investment crowded out private investment from 1950 to 2012. In contrast to this finding,
they are supported that there is a crowding-in effect in the more recent period 1980-2012.
The authors explain the differences between results with the paradigm shift of India’s
economic growth model in the 1980s.

Saidjada and Jahan (2018) examined public investment's crowding-out effect on
Bangladesh's private investment from 1981 to 2015 using the ARDL method. The authors
found that public investment has a crowding-out effect on private investment. Using the
VAR model, Afonso and Aubyn (2019) studied the macroeconomic impact of public and
private investment in 17 OECD member countries from 1960 to 2014. They concluded that
an increase in public investment led to a crowding-out effect for six countries (Belgium,
Ireland, Finland, Canada, Sweden, and the UK). The crowding-in effect is valid for the rest
of the sample.
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Using spatial autoregressive panel data, Funashima and Ohtsuka (2019) performed
innovative research about the crowding-out effect of government expenditure on the private
sector in seven regions in Japan from 2001 to 2013. The authors found that the crowding-
out effect differentiates from region to region, but the crowding-out effect of public
investment might be negligible for the sample. As a result of the analysis of urban areas,
public consumption has a partially crowding-in effect on private consumption. Nevertheless,
in rural areas, there is a crowding-in effect. Using the panel data method, Kulu et al. (2021)
examine the crowding-out effect of government domestic payment arrears on private
investment for 33 Sub-Saharan African countries from 2007 to 2018. As a conclusion of the
analysis, the authors point out that government domestic payment arrears have a crowding-
out effect on private investment.

In the literature, some studies deal with the crowding-out effect outside of the
dimensions of public expenditures and public investments. These studies investigate the
crowding-out effect when the public sector prefers borrowing as a financing method.

Using panel data methods, Ahmet and Miller (2000) examined the crowding-out
effect in the effect of debt-financed and tax-financed expenditures on private investment for
39 countries (developed and developing) from 1975 to 1984. The authors reported that debt-
financed public spending has a crowding-out effect on private investment in developed
countries; however, crowding-in for developing countries. However, tax-financed public
expenditures crowd out private investment in all samples. Similarly, King’wara (2014)
analysed the crowding-out effect of domestic public debt on private investment in Kenya
from 1967 to 2007 using the Johansen co-integration method. The author reported a
crowding-out effect of domestic public debt on private investment.

Akomolafe et al. (2015) analysed public debt's crowding-out effect on Nigeria's
private investment from 1980 to 2010 using the Johansen co-integration method. In the
research conclusion, the authors point out that domestic public debt has a crowding-out
effect on private investment, though external public debt has a crowding-in effect in the long
run but not in the short run. Mabula and Mutasa (2019) studied the impact of public debt on
private investment in Tanzania for the period 1970 to 2016 by using the ARDL method. The
authors found that external public debt has a crowding-in effect on private investment, but
if the external debt/GDP exceeds the 40.89 thresholds, this relation turns into a crowding-
out. Using panel data methods, Unsal (2020) studied the crowding-out effect of public
expenditure on private investment in 17 OECD members from 1995 to 2017. The author
reported that the public defence expenditure led to a crowding-in effect on private
investment. On the other hand, the government's total public and social protection
expenditures led to a crowding-out effect on private investment.

Using the GMM model, Vanlaer et al. (2021) examine the crowding-out effect of
public and private debt on private investment for 28 EU member countries from 1995 to
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2016. The authors found that public debt has a crowding-out effect on private investment.
Finally, Penzin and Oladipo (2021) studied the crowding-out effect of domestic debt on
private investment in Nigeria for 2000: Q1 - 2019: Q2 using the ARDL method. The authors
reported that domestic debt negatively affects private investment.

The number of studies on the crowding-out effect on Turkey is also substantial.
Studies on Turkey's public sector expenditures and investments report different results based
on the preferred econometric method, the variables used, and the period examined. Cil
Yavuz (2001) analysed the crowding-out effect of public investment and interest rates on
private sector investment for Turkey in 1990: Q1-2000: Q4 using the Johansen co-
integration method. The study determined that public investment has a crowding-out effect
on private investment. Likewise, Simsek (2003) searched the crowding-out effect of public
investment on private investment in Turkey from 1970 to 2001 using Johansen co-
integration and Granger causality methods. The author reported that public investment has
a crowding-out effect on private investment. Uysal and Mucuk (2004) investigated the
crowding-out effect of public expenditure on private investment in Turkey from 1975 to
2000, employing the OLS method. As a result of the study, the authors reported that public
spending has a crowding-out effect on private investment.

Kustepeli (2005) analysed the crowding-out effect of budget deficits on private
investment in Turkey from 1963 to 2003 using the Johansen co-integration method. The
author found that budget deficits create a crowd-out the private investment. Ismihan et al.
(2005) studied the crowding-out effect of public expenditure on private investment in
Turkey from 1963 to 1999 using the Johansen co-integration method. The authors point outs
that public spending has a crowding-out effect on private investment. Comparably,
Gunaydin (2006) searched public investment’s crowding-out effect on private investment in
Turkey for 1987: Q1-2004: Q3 by using the Johansen co-integration method. The author
reported that public investment negatively affects private investment. In a similar period,
Basar and Temurlenk (2007) investigated public expenditure’s crowding-out effect on
private investment in Turkey from 1980 to 2005 by using the SVAR (structural vector
autoregression) method. The result of the study points out that the public expenditure crowd
out private investment.

Using different indicators, Lebe and Basar (2008) studied the crowding-out effect of
reel interest rates and foreign direct investment on private investment in Turkey from 1975
to 2006 using the OLS method. In the research conclusion, the authors found a crowding-in
effect between foreign direct investment on private investment. However, the authors point
out a crowding-out effect between reel interest rates on private investment parallel to the
theoretical and empirical literature. Comparably, Bilgili (2003) examined the crowding-out
effect of public expenditure on private investment for Turkey in 1988: Q1-2003: Q1 using
VAR and VECM (vector error correction) models. The author reported a crowding-in
relationship between total public expenditure on private investment. On the other hand, the
author points out a crowding-out effect between public investment on private investment.
Altunc and Senturk (2010) also studied the crowding-out effect of public investment on
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private investment in Turkey from 1980 to 2009 using the ARDL method. According to the
findings obtained, it has been suggested that there is a crowding-in relationship between
public investment on private investment.

Basar et al. (2011) examined the crowding-out relationship between public
expenditure and interest payment on private investment in Turkey for 1987: Q1- 2007: Q3
using the Johansen co-integration method. The authors found that public expenditure and
interest payment generate a crowding-in effect on private investment. Cural et al. (2012)
analysed the crowding-out effect of public investment on private investment in Turkey from
1970 to 2009 using the Carrion-1 Silvestre and Sanso co-integration method. They reported
the crowding-in effect of public investment on private investment. Sen and Kaya (2014)
extensively analysed the crowding-out effect of public expenditure on private investment in
Turkey for the period 1975 to 2011 by using the Johansen co-integration method. The
authors concluded that public investment generates a crowding-in effect on private
investment. However, the other type of public expenditure (government’s current transfer,
current spending, and interest payments) led to a crowding-out effect on private investment.

Kesbic et al. (2016) investigated public investment’s crowding-out effect on private
investment in Turkey from 1986 to 2014 using the Johansen co-integration method. The
authors point out that public investment negatively affects private investment. Yilanci and
Aydin (2016) searched the crowding-out effect of public investment on private investment
in Turkey from 1980 to 2014 using the Maki co-integration analysis. As a result of the
research, the author points out that public investment has a crowding-in effect on private
investment. Similarly, Demir (2017) studied the crowding-out effect of public investment
on private investment in Turkey from 1983 to 2013 using the ARDL method. The author
reported that public investment generates a crowding-in effect on private investment.

Gultekin-Tarla and Temiz (2020) studied the crowding-out effect of public
investment on private investment in Turkey for the period 1975 to 2016 by using the
Johansen co-integration method. As a conclusion of the analysis, the authors reported that
public investment led to a crowding-in effect on private investment. Ebghaei (2021)
searched the crowding-out effect of public expenditure on private investment in Turkey from
1980 to 2018 using the Johansen co-integration method. The author points out that public
investment has a crowding-in effect on private investment, but public expenditure has a
crowding-out effect on private investment. Using different indicators, Kurul (2020) analysed
the crowding-out effect of outward foreign direct investment on domestic investment in
Turkey from 1970 to 2018 using the ARDL method. In the research conclusion, the author
reported that foreign direct investment creates a crowding-out effect on domestic
investment.

There is also relatively limited literature examining the effects of public-sector
borrowing on the private sector. Taban and Kara (2006) searched the crowding-out effect of
public domestic debt on private investment in Turkey for 1989: Q1-2004: Q4 using the OLS
method. As a result of the study, the authors reported a crowding-out effect of public
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domestic debt on private investment. Yarasir-Tulumce and Buyrukoglu (2013) searched the
crowding-out effect of public debts on Turkey’s private investment from 1980 to 2010 using
the Johansen co-integration method. As a result of the research, the authors reported a
crowding-out effect of rising interest rates because of public debt on private investment.

Caskurlu (2020) analysed the crowding-out effect of public debt on private
investment in Turkey for the period 1975 to 2016 by using the ARDL method. As a result
of the analysis, the author reported that public debt has a crowding-out effect on private
investment. Also, Ela and Pata (2020) investigated the crowding-out effect of public debt on
Turkey’s private investment from 1987 to 2017 using the Bayer Hanck co-integration
method. The authors found that the public external debt service has a crowding-out effect
on private investment. The literature mentioned above examines public sector debts in a
single dimension. The studies about the crowding-out effect of public debt in Turkey are
somewhat limited. This study aims to address the public debt in Turkey with a
multidimensional structure, trying to eliminate this gap in the literature and prepare a
scientific basis for future works. In addition, the summary table regarding the empirical
literature is presented in Appendix 2.

3. Data, Model and Methodology
3.1. Data and Model

This study will investigate the effect of public debt composition and public
investment on private investment using annual data covering Turkey’s period 1975-2020e
model to be analysed in the study is presented in equation 1:

InPl; = ag + a;InGIl; + aylnPddebt; + a,IlnPedebt; + azlnPedebtsrv; + u; 1)
Table: 1
Descriptive Statistics
Variables Mean Median Max Min Std. Dev. JB JB (p-value)
InPI 2.9031 2.8914 3.2241 2.4932 0.2415 3.0371 0.2190
InGI 1.5698 1.5336 2.0281 1.1314 0.2624 2.8666 0.2385
InPddebt 2.8707 2.8186 3.8999 1.9657 0.4794 0.7898 0.6737
InPedebt 3.6129 3.6575 41033 24274 0.3595 40.483 0.0000
InPedebtsrv 0.9026 1.0050 1.9100 -0.5300 06912 3.3984 0.1828

In Equation (1), the dependent variable as a proxy of Private investment PI represents
the Private Fixed Capital Investment (% of GDP). As a proxy of public investment Gl, the
independent variable represents the Public Fixed Capital Investment (% of GDP). Pddebt,
Pedebt, and Pedebtsrv are public domestic debt stock (% of GDP), public external debt stock
(% of GDP), and public external debt service (% of GDP), respectively. The logarithm of all
series expressed in Equation (1) has been taken. Descriptive statistics of the variables are
presented in Table 1. The data was compiled using various sources such as the TR Ministry
of Treasury and Finance, TR Presidency of Strategy and Budget, and The World Bank
database, subject to their availability.
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3.2. Methodology

The empirical analysis of the study consists of four stages. In the first step, the
stationarity properties of the series will be tested by using the Fourier-ADF unit root test
developed by Enders and Lee (2012) and the ADF unit root test developed by Dickey and
Fuller (1979), then whether a cointegration relationship between the series will be
investigated with the ARDL method developed by Pesaran et al. (2001). Diagnostic tests
and long and short-run estimations will be presented if there is a cointegration relationship.
Lastly, Phillips and Hansen (1990) Fully modified least squares (FMOLS) and Stock and
Watson's (1993) dynamic least squares (DOLS) estimates will be performed to provide
robust results.

3.2.1. Fourier-ADF and ADF Unit Root Test

The ADF unit root test, represented in equation 2, allows three regression
specifications: no intercept and trend, only intercept and intercept with the trend.

Ayy = a(t) + 6t + 9ye_q + Xh_y Bive—i + ue )

In Eg. (2), the deterministic term as a function of time is (t) , optimal lag length
determined by the Akaike or Schwarz information criteria denoted by p. u, is a stationary
error term with variance ¢2. Lasty, 9 and B; are coefficients. Furthermore, lagged values of
Ay, are included in a model to prevent autocorrelation problems. By adding nonlinear terms
(Fourier) to equation (2) above, the Fourier ADF unit root test equation expressed by Enders
and Lee (2012) is defined.

27 2wkt
T

. (2mkt
Ay, = a; + 8t + y; sin (T) + yacos (—) + 30 Biyve—i + Vi1 +ug ®3)

The Fourier ADF test’s null hypothesis is that the series has a unit root. The table
critical values in which the t-statistic is compared can only vary according to Fourier
frequency (k), and the number of observations (T) (Pata & Aydin, 2020: 6). During the
Fourier ADF testing process, bootstrap simulation or Monte Carlo calculates t statistics. If
the t statistic value > the value of the t table, the variable is judged to have a stationary
process. The F constraint test calculates the significance of the Fourier terms. As a first step,
we tested the significance of the Fourier terms according to the F constraint test. Then, as a
second step, the Fourier test statistic is calculated. If the F statistic calculated in the first step
is lower than the F table value, the Fourier ADF equation turns into the ADF (1979) equation.
In other words, the ADF test is used when the F statistic is not statistically significant.

3.2.2. The ARDL Method

Researchers in the empirical literature frequently prefer the ARDL model developed
by Pesaran et al. (2001). The ARDL method provides flexibility to researchers as it allows
independent variables to be I (0) or I (1) under the assumption that the dependent variable is
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I (1). To determine whether there is a cointegration relationship between the ARDL method
and the series, Pesaran et al. (2001) F-bound test and t-bound test should be applied.

Fest Ho:py =P, =3 =, =5 =0 4
trest Horp =0 (5)

Pesaran et al. (2001) calculated an F-test statistic to determine the cointegration
relationship. Suppose that the test statistic calculated according to this approach, known as
the F-bounds test, is smaller than the critical value of the all-bound (0). In that case, the null
hypothesis cannot be rejected, and it will be concluded that there is no cointegration
relationship. Suppose that the obtained F test statistics are in the region of instability between
the lower bound critical value 1 (0) and I (1) upper bound critical value. In that case, deciding
on the cointegration relationship will not be possible. However, if the F-test and t-test value
of Pesaran et al. (2001) or if it is greater than the critical values in Narayan (2005) adjusted
for sample size, the null hypothesis will be rejected be decided that there is a cointegration
relationship.

In this context, the econometric model to be evaluated with the ARDL method is
presented in equation 6:

APl = 9y + w1 Xy AInPIL_; + wy Y5_o AlnGl,_; + w3 Y5_, AlnPddebt,_; +
wy Y5 AlnPedebt,_; + ws Y=o AlnPedebtsrv,_; + +¢,InPl,_y + ¢,InGl,_; +
¢sinPddebt,_, + ¢4lnPedebt,_, + PpsinPedebtsrv,_1 + p; (6)

4. Empirical Results

First, the unit root properties of the variables are examined by Fourier ADF and ADF
unit root tests. Table 2 shows the unit root test results:

Table: 2
Unit Root Test Results
FADF (model A) ADF
Variables 1(0) 1(1) k(p) f 1 (0) 1(1) p
InP1 -0.904 -7.673*** 5(0) 4,657 -1.366 -6.450*** 0
LnGlI -2.834 -6.511*** 3(1) 1.753 -1.336 -5.953*** 1
InPddebt -2.873 -8.307*** 2(0) 3.596 -2.074 -7.453*** 0
InPedebt -4.948*** - 2(4) 6.684 -3.483** - 0
LnPedebtsrv -1.760 -6.556%** 1(0) 5.998 -2.156 -5.157*** 0

Note: ***, ** denote significance at 1% and 5% levels, respectively. (k) denotes the chosen frequency. Optimal lag lengths (p) were selected
automatically using the SC.

The results in Table 2 show that all variables except InPedebt have a unit root at the
level. It is observed that the variables become stationary at the first difference. Maximum
integration of series is | (1). According to this finding, the integration degrees of the series
are suitable for the ARDL model to be preferred. The econometric model specified in
Equation (6) was tested within the framework of the constraints specified in equations (4)
and (5), and the results are presented in Table 3:
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Table: 3
ARDL Bound Test Results
Model (2,1,4,1,3) Feest [ test \
InPI=f{InG1 InPddebt InPedebt InPedebtsrv) 7.0270*** \ -63671*** \
Pesaran et al. (2001) Narayan (2005)
Frest trest Frest
Critical Values 1(0) 1(1) 1(0) 1(1) 1 (0) 1(1)
1% 3.74 5.06 -3.43 -4.6 4.42 625
5% 2.86 4.01 -2.86 -3.99 3.20 4.54
10% 2.45 3.52 -2.57 -3.66 2.66 3.83

Note: *** denotes significance at the 1% level. Optimal lag lengths in the ARDL model selected by AIC.

In Table 3, the results of the ARDL bound test are calculated according to the
constraints specified in equations (4) and (5), and the critical values for measuring their
statistical significance are presented. The critical values for the general F-test and t-test were
taken from Pesaran et al. (2001), and the general F-test was adjusted for sample size from
Narayan (2005). When the bound test results were examined, it was decided that the critical
values specified in the three tests were more significant at the 1% significance level.
Therefore, the cointegration relationship between the series is valid. In other words, the
series move together in the long run. In this context, the ARDL long-term estimations and
diagnostic tests are presented in Table 4:

Table: 4
ARDL Long-run Coefficients

Variables Coefficients t-statistics Standard Errors Diagnostic Tests
InGI -0.3622*** -4.4682 0.0810 LM=2.1952 (0.1332) ***
InPddebt -0.1079** -2.0179 0.0534 BPG=0.942(0.5343) ***
InPeddebt 0.5255*** 6.153 0.0854 Ramsey=0.2879(0.7757) ***
InPedebtsrv -0.175%** -5.0976 0.0344 JB=0.2024 (0.9037) ***

Cusum (CusumQ) = S(S)

Note: ***, ** denote significance at the 1% and 5% levels, respectively. Probability values are in parentheses in diagnostic tests, and S denotes stable.

Table: 5

ARDL Short-run Coefficients

Variables Coefficients t-statistics Standard Errors
AlnP1 0.3717%** 3.0145 0.1233
AInGI -0.1587 -1.6187 0.0980
AlnPddebt -0.2900%** -5.1948 0.0558
AlnPedebt 0.2563*** 2.0700 0.1238
AlnPedebtsrv -0.2054*** -2.7993 0.0733
Cc 1.9693*** 6.4086 0.3073
ECTu -0.9566*** -6.3671 0.1502

Note: *** denotes significance at the 1% level.

The result of the diagnostic test is presented in table 4. The model has no serial
correlation, heteroscedasticity, functional form, and non-normal distribution problems.
Also, Cusum and CusumQ test results indicate stable coefficients (see Annex). According
to the results of the diagnostic tests in Table 4, the model is stable and fit. When the long-
run estimation results are examined, it is observed that the public investment expenditure
has a negative and statistically significant effect on private investment. In other words,
parallel to the theoretical expectation of the Neo-classical approach, public investments
crowd out private investments in the long run. Public investment in Turkey is a substitute
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for private investment. According to the findings, when public investment increases by 1%,
private investment decreases by 0.36%. Similarly, public external debt services and public
domestic debt have a statistically significant and negative effect on private investment. So
that we support that public domestic debt and public external debt services also crowd out
private investment. Numerically, an increase of 1% in public domestic debt led to a decrease
of 0.10% in private investment. Also, when the public external debt services increase by 1%
reduces private investment by 0,17%. The increase in the domestic debt of the public sector
in Turkey makes the private sector's access to capital more costly. As of December 2020,
the banking sector provides 67% of Turkey's public domestic debt stock. This shows that
the state uses the capital needed for domestic investment and creates an indirect crowding-
out effect by increasing costs. In addition, the increase in external debt service leads to a
further decrease in foreign exchange resources in Turkey, which has an insufficient
composition of foreign exchange resources.

Contrary to these effects, public external debt has a positive and statistically positive
impact on private investment in the long run. For this reason, the public external debt is
creating a crowding-in effect on private investment. When the public external debt increases
by 1%, private investment rises by 0,5%. As a developing country, Turkey needs external
resources to achieve economic growth. In this context, foreign resource inflow to the Turkish
economy, which needs imported inputs purchased with foreign currency, especially energy,
can increase domestic investments in production preference.

In Table 5, it can be seen that public domestic debt and external debt services crowd
out private investments, similar to long-term relationships. Public investment has a negative
sign but is statistically insignificant. Public external debt has generated a crowding-in effect
in the short run. However, lagged value of the private investment creates a crowding-in effect
since it generates capital accumulation. Finally, the error correction coefficient was negative
and statistically significant. To check the robustness, a re-estimation was made using Stock-
Watson’s (1993) dynamic least squares (DOLS) and Phillips-Hansen’s (1990) fully
modified least squares (FMOLS) methods, and the results are presented in Table 6. FMOLS
and DOLS results are in line with ARDL long-term estimates.

Table: 6
FMOLS and DOLS Estimate Results
FMOLS DOLS
Variables Coefficients t-statistics Coefficients t-statistics
IGI '0(33336*2;* -6.2150 0(051312;* -4.6645
InPddebt -()(&gﬁ;* -2.7610 O(Olgi‘ég* -3.2326
InPeddebt O('gflo“;g*g)* 3.8391 0'(351336;;* 4279
InPedebtsrv _0{3%43%1;; " -4.7524 U(Olgigg;* -4.1428
c 3('(1)?1155*)* 7.7213 Zig?f%r 5.8502

Note: *** denotes significance at the 1% level. Values in parentheses indicate standard errors.
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FMOLS and DOLS estimators’ results presented in table 6 have fully supported the
results of the ARDL method. Both public investment, public domestic debt and public
external debt services have a crowding-out effect on private investments. On the other hand,
the public external debt has a crowding-in effect on private investment.

5. Conclusion

The reduction in investment expenditures negatively affects economic growth and
development and creates effects that deepen financing problems in the medium and long
term. It can be said that the options for raising taxes, using central bank resources, or
reducing public expenditures for the solution to the public finance problem do not have a
wide range of action, and each option causes new problems with different symptoms.
Another option for tackling the public finance problem is borrowing. From the point of view
of efficiency, borrowing can sometimes lead to a crowding-out effect by reducing the
number of available funds or increasing capital costs. It can potentially affect
macroeconomic variables negatively. It is a fundamental reason for financing economic
growth and development in some cases.

In this paper, the crowding-out effect for Turkey during the 1975-2020 period was
analysed using the ARDL method, with private investment, public investment, public
domestic debt, public external debt, and public external debt service. First, the series’
integration degrees were tested using the Fourier ADF and ADF unit root tests. All series
were stationary at the first difference except public external debt. The ARDL bound test was
performed because the series that we used to have different integration degrees, and the
ARDL bound test allows independent variables to be I (0) or | (1) under the assumption that
the dependent variable is | (1). As a result of ARDL, the statistical values of the F-test and
t-test were more significant than the critical values at the 1% significance level. For this
reason, the cointegration relationship between the series is valid.

Firstly, it has been determined that public investment significantly negatively affects
private investment in the long run. In other words, public investment in Turkey is a substitute
for private investment. According to the findings, when public investment increases by 1%,
private investment decreases by 0.36%. This finding is consistent with the empirical results
(Aschauer, 1989; Lachler & Aschauer, 1998; Cil-Yavuz, 2001; Simsek, 2003; Uysal &
Mucuk, 2004; Ismihan et al., 2005; Bilgili, 2003; Yarasir-Tumluce & Buyrukoglu, 2013;
Kesbic et al., 2016; Bahal et al., 2018; Saidjada & Jahan, 2018; Afonso & Aubyn, 2019). On
the other hand, a part of the empirical literature suggests that public investments have a
crowding-in effect on private investment (Altunc & Senturk, 2010; Cural et al., 2012;
Mahmoudzadeh et al., 2013; Sen & Kaya, 2014; Yilanc1 & Aydin; 2016; Demir, 2017). The
reason behind reaching different findings is presumably related to the preferred variables
and the preferred period to examine.

Secondly, it has been determined that public domestic debt significantly negatively
affects long-term and short-term private investment. According to empirical findings, an
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increase of 1% in public domestic debt led to a decrease of 0.10% in private investment.
With another approach, public domestic debt decreased available loanable funds for the
private sector and generated an indirect crowding-out effect and increased investment costs
(Taban & Kara, 2006; King’wara, 2014; Akomolafe et al., 2015; Kurul, 2020). Parallel to
these findings, the increase in the domestic debt level of the public sector causes the
crowding-out effect. While the public sector domestic debt/GDP share was 7% in 1975, it
increased to its maximum level of 49% in the 2001 economic crisis.

As public borrowing increases, the sustainability of debts becomes controversial, and
after a while, debts become unsustainable. In a way, this means that public borrowing also
excludes private-sector investments. Domestic debt stock, which started to decrease rapidly
within the framework of the applied fiscal discipline, began to increase again after the 2008
crisis and reached 32%. The public domestic debt, which started to grow again after 2015,
reached 20% in 2020. Another factor causing the crowding-out effect is public external debt
service. The empirical results point out that an increase of 1% in public external debt services
reduces private investment by 0,17%. Also, this finding is consistent with empirical
literature (Were, 2001; Shabbir, 2013; Ela & Pata, 2020). High external debt service does
not negatively affect local borrowing, making private sector borrowing more costly.
Theoretically, it is seen that countries with high external debt services cause a decrease in
their current foreign exchange reserves and therefore have a deterrent effect on investments
(Ela & Pata, 2020). High external debt service also reduces domestic savings (Mabula &
Mutasa, 2019). Moreover, when external debt servicing negatively impacts public
investment, it exacerbates the crowding-out effect. Lastly, we concluded that public external
debt has a statistically significant and positive effect on private investment. According to the
findings, when the public external debt increases by 1%, private investment rises by 0.5%.

Based on the empirical findings, except for the public external debt, which creates a
crowding-in, the other variables lead to a crowding-out effect. According to the neoclassical
theory, private and public sectors receive the financing resources they need from national or
international loanable fund markets. Therefore, the increase in the reserve of loanable fund
markets in Turkey and the accessibility of the private sector to these markets causes the
crowding in effect parallel to the theoretical expectations and vice versa. In this context, the
government's preference for external debt resources instead of borrowing from internal
loanable funds is necessary not to crowd out the private sector. In this context, the
government not going into domestic borrowing will reduce the inflationary pressures
following the unpleasant monetarist arithmetic put forward by Wallace and Sargent (1981),
which will reduce the borrowing costs in the future. Furthermore, Suppose the additional
resource created by public external debt is directed to infrastructure and social expenditures
that complement the private sector. In that case, the crowding-in effect will be realised at a
higher level with a spillover effect. The collaboration of the public and private sectors, which
constitutes the economic ecosystem, can thus have a structure that encourages each other
instead of preventing each other. Academically, although some studies address the exclusion
effect of public debt, there is no study for Turkey that directly examines the effect of external
debt on private investments. Future studies will likely make a meaningful contribution to the
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literature by investigating and evaluating the crowding-out effect by considering these
factors.
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Sample Empirical Results
Authors . Method Varl‘able W“”Se effec( on The effects of
Period Country private investment is A
2 . the variable
investigated
A(slcggs)e r 1925-1985 United States FIML Public investment Crowding-out
Public investment Crowding-in
Argimon 14 OECD Panel in infrastructure 9
1979-1988 N - -
(1997) Countries Data Public expenditure Crowding-out
on consumption 9
Lachler & . o .
Aschaer (1998) 1970-1996 Mexico 2SLS Public investment Crowding-out
Levagui Provision of merit goods Crowding-out
(199992 1960-1993 Italy ML Provision of pure Statistically
public goods insignificant
Crowding-out
Debt-financed (Developed countries)
Ahmed & 1975-1984 39 Developed & Panel public expenditure Crowding-in
Miller (2000) Developing Countries Data (Developing countries)
Tax-financed Crowding-out
public expenditure 9
Cil-Yavuz 1990:Q1 Johansen o .
(2001) 2000:Q4 Turkey co-integration Public investment Crowing-out
Hyder & Johansen
1964-2001 Pakistan co-integration Public investment Crowding-in
Qayyum (2001) Granger causality
Simsek Johansen
(2003) 1970-2001 Turkey co-integration Public investment Crowding out
Granger causality
Uysal & g . . ..
Mucuk (2004) 1975-2000 Turkey oLs Public expenditure Crowding-out
Ismihan et al. Johansen . . .
(2005) 1963-1999 Turkey co-integration Public expenditure Crowding-out
Kustepeli Johansen - .
(2005) 1963-2003 Turkey co-integration Budget deficits Crowding-out
Gunaydin 1987:Q1 Johansen L A
(2006) 2004:03 Turkey co-integration Public investment Crowding-in
Taban & 1989:Q1 . . .
Kara (2006) 2004:04 Turkey oLs Public domestic debt Crowding-out
Basar & . . .
Temurlenk (2007) 1980-2005 Turkey SVAR Public expenditure Crowding-out
Foreign direct i
Ba;;bfzé&os) 1975-2006 Turkey OoLS investment Crowding-in
Real interest rates Crowding-out
Bilgili 1988:Q1 Turkey VAR Public expenditure Crowding-in
(2003) 2003:Q1 VECM Public investment Crowding-out
Hatano Johansen
(2010) 1955-2004 Japan co-integration Public investment Crowding-in
Granger Causality
Altunc & . A
Sentruk (2010) 1980-2009 Turkey ARDL Public investment Crowding-in
Furceri & 145 Developed & . . .
Sousa (2011) 1960-2007 Developing Countries GMM Public expenditure Crowding-out
Basar et al. 1987:Q1 Turke Johansen Public expenditure Crowding-in
(2011) 2007:Q3 Y co-integration Public interest payment Crowding-in
Cural et al. Carrion-I Silvestre & . Lo
(2012) 1970-2009 Turkey Sanso co-integration Public investment Crowding-in
Public investment Crowding-in
Public consumption Crowding-out
Mahmoudzadeh et al. 2000-2009 38 Developed & Panel Crowding-out
(2013) Developing Countries Data public deficit (Developed countries)
Crowding-in
(Developing countries)
Yarasir-Tumluce & Johansen . .
Buyrukoglu (2013) 1980-2010 Turkey co-integration Public debt Crowding-out
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Khan & . Johansen . .
Gill (2014) 1971-2006 Pakistan co-integration Public debt Crowding-debt
Public investment Crowding-in
Government
current transfers
Sen & Kaya 1975-2011 Turkey Johansen Government ,
(2014) co-integration . Crowding-out
current spending
Government
interest spending
Public expenditure on Lo
: Crowding-in
Xu & Yan 1980-2011 China VAR public good
(2014) Public expenditure on .
A Crowding-out
private good
K‘([;%X‘;ra 1967-2007 Kenya cofi% ngfzt?on Public domestic debt Crowding-out
Akomolafe et al. - Johansen . . .
(2015) 1980-2010 Nigeria co-integration Public domestic debt Crowding-out
Andrade & VAR L Lo
Duarte (2016) 1960-2013 Portugal ADL Public investment Crowding-in
Kesbic et al. Johansen . .
(2016) 1986-2014 Turkey co-integration Public investment Crowding-out
Yilanci & Maki L "
Aydin (2016) 1980-2014 Turkey co-integration Public investment Crowding-out
Demir (2017) 1983-2013 Turkey ARDL Public investment Crowding-in
Atabaev et al. 2005:M1 ARDL . . Lo
(2018) 2013-M1 Kyrgyzstan VAR Public expenditure Crowding-in
Public expenditure K
Bahal et al. ! (From 1950 to 2012) Crowding-out
1950-2012 India SVEC - -
(2018) Public expenditure Crowding-in
(From 1980 to 2012) 9
Saidjada & o .
Jahan (2018) 1981-2015 Bangladesh ARDL Public investment Crowding-out
Afonso & § 17 OECD L Crowding-in®
Aubyn (2019) 1960-2014 Countries VAR Public investment Crowding-out
Funashima & Spatial Autoregressive . . L
Ohtsuka (2019) 2001-2013 Japan Panel Data Public expenditure Crowding-in
Mabula & . . I
Mutasa (2019) 1970-2016 Tanzania ARDL Public debt Crowding-in
Caskurlu (2020) 1975-2016 Turkey ARDL Public debt Crowding out
Ela & Pata Bayer Hanck Public external .
(2020) 1987-2017 Turkey co-integration debt services Crowding-out
Public de_fence Crowding-in
expenditure
Unsal 17 OECD Panel Total public .
(2020) 1995-2017 Countries Data expenditure Crowding-out
Social protection .
expenditure Crowding-out
Gultekin-Tarla & Johansen . Lo
Temiz (2020) 1975-2016 Turkey co-integration Public investment Crowding-in
Ebghaei Johansen Public investment Crowding-in
(2021) 1980-2018 Turkey co-integration Public expenditure Crowding-out
Kurul Foreign direct .
(2020) 1970-2018 Turkey ARDL investment Crowding-out
Kulu et al. 33 Sub-Saharan Public domestic .
(2021) 2007-2018 African Countries GMM payment arrears Crowding-out
Vanlaer et al. 28 EU . .
(2021) 1995-2016 Countries GMM Public debt Crowding-out
Penzin & 2000:Q1 - . . .
Oladipo (2021) 2019:02 Nigeria ARDL Public domestic Crowding out

Not: ADL (augmented distributed lag), ARDL (Autoregressive Distributed Lag), FIML (Full-information maximum-likelihood), GMM (generalized
method of moments), ML (The Maximum Likelihood), OLS (Ordinary least squares) VAR (Vector autoregression), SVAR (structural vector
autoregression) SVEC (Structural Vector Error Correction) 2SLS (two-stage-least square).

L Crowding-in effect is observed in Belgium, Ireland, Finland, Canada, Sweden, and the UK. Crowding-out effect

is valid for the rest of the sample.
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Abstract

This study examines how much of the total loans are in follow-up and which sectors have
difficulties repaying these loans, using the monthly data from the post-2000 period using the Event
Study method. Undoubtedly, banks’ loans to the sectors are the most basic investment element. It is a
significant problem on which sectors these loans are concentrated on and the contribution of these
sectors to the country's economy, and their effects on the economy. Another critical problem is the
recycling problem in the payment of loans extended by banks. This situation, called non-performing
loans in short, is of great importance in terms of being the leading indicator of crises. The research
findings showed significant increases in almost all selected sectors in the pre-crisis, crisis, and post-
crisis periods. From this point of view, the rate of growth in non-performing loans of banks provides
some predictions about the general course of the economy.

Keywords : Non-Performing Loans, Default Credit, Banking System, Event
Study.
JEL Classification Codes:  C32, E32, E44, E5.
Oz

Bu ¢alismanin amaci toplam kredilerin ne kadarinin takibe diistiigii ve hangi sektorlerin bu
kredileri geri 6deme konusunda sikinti yasadigi, 2000 sonrasit dénem aylik veriler kullanilarak Olay
Caligmasi yontemi ile incelemektir. Yatirimlarin en temel unsuru siiphesiz bankalar tarafindan
sektorlere kullandirilan kredilerdir. Kullandirilan bu kredilerin hangi sektorler tizerinde yogunlastig
ve bu sektorlerin iilke ekonomisine katkilari, ekonomi tizerindeki etkilerinin neler olacagi 6nemli bir
sorun teskil etmektedir. Bir diger 6nemli sorun ise bankalarca kullandirilan kredilerin 6denmesindeki
geri dontisim sorunudur. Kisaca sorunlu krediler olarak adlandirilan bu durum krizlerin 6ncii
gostergesi olmasi bakimindan biiyik 6nem tagimaktadir. Arastirma bulgularinda, hemen hemen
segilen biitiin sektorlerde kriz oncesi, kriz dénemi ve kriz sonrasi dénemlerde belirgin artiglarin
yagsandig1 sonucuna ulasilmistir. Bu agidan degerlendirildiginde, bankalarin batik kredilerindeki artig
oranlart ekonominin genel gidisati ile ilgili bir takim dngoriiler sunmaktadir.

Anahtar Sozciikler . Takibe Diigsen Krediler, Batik Kredi, Bankacilik Sistemi, Olay
Caligmasi.
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1. Introduction

There is always a risk that the company or individual will not repay the loans made
by banks within the agreed period. Non-performing loans occur when both principal and
loan interest is not paid for a long time, contrary to the terms and conditions of the loan
agreement. A loan becomes problematic when there are indications that the borrower will
not be able to repay the loan or if more than 90 days have passed before the borrower has
paid the agreed instalments (FED, 2018; ECB, 2020).

Reducing the non-performing loan rates of banks to reach the economically desired
profit figures will ensure that they are protected against the risk of any financial difficulties
in the future. One of the critical factors that cause banks to face especially non-performing
loans, is the maturity mismatch problem. This problem arises from the maturity problem
between the bank's assets and liabilities. The main problem here is that the deposits they
collect are generally short-term, as well as the banks' desire to give long-term loans. In this
case, banks will be faced with the possibility of selling their assets to meet their short-term
liquidity needs or even the risk of being sold at a price lower than their value (OECD, 2010).
It can be said that another factor that may cause non-performing loans is the inability of
individuals to pay their obligations as a result of the ineffective functioning of financial
markets in developing countries because the ratio of non-performing loans in the banking
sector is an important factor in the emergence of banking or financial crises (Greenidge et
al., 2010). In general, Mileris (2014) listed the factors that may cause non-performing loans
in banks, such as deterioration in the basic building blocks of the country's economy,
ineffective credit risk measurement management in banks, and unconscious use of credit. In
addition, the decrease in the market power and profit margins of banks may cause a reduction
in the concession value of the bank in cases where competition conditions increase.
Improving incentives with capital increases will lead banks to risk more losses to make more
risky decisions. Banks can choose riskier and lower-quality portfolios, take more credit risk,
or take a path such as lowering their capital levels. Such risky behaviour may result in higher
NPL rates or increase the risk of bankruptcy. This may make banks more fragile and unstable
(OECD, 2010).

According to Stiglitz and Weiss (1981), high-interest rates increase the risk
probability in loan portfolios due to adverse selection (incomplete information) and
incentives. Therefore, those willing to pay high-interest rates are less likely to pay off the
loans they use. In risk environments, banks may have difficulty determining the probability
of repayment of loans. As a result, the higher the interest rates, the higher the average risk
of borrowers, which results in lower profits for banks. In his study, Vos (1994) found that
international credit markets went to overlending due to incomplete information and
assessments to increase their market share. The loans given were distributed among specific
borrowers and tended to cluster, leading to excessive risks.

The reasons such as the opening up policies implemented especially after 1980 in
Turkey, the economic instability experienced in the post-1990 period, the increase in foreign
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currency and interest rate risks in the period after the 2001 crisis, and the high costs of using
loans were effective in the rise of non-performing loans. Non-performing loans in the
Turkish banking system increased significantly with the financial crisis in 2001. After the
2001 crisis, the share of non-performing loans in total loans reached almost one-third
(BDDK, 2009). However, the 2008 crisis, which had an impact worldwide, increased
unemployment rates and the NPL loan ratio extended in all sectors, especially individual
loans.

In the post-2001 period, there has been an increase in short-term capital inflows,
especially from developed countries to developing countries with higher interest rates, such
as Turkey!. The fact that the Turkish lira has become more valuable with the increase in
foreign currency in the country has increased foreign dependency by fuelling imports. As a
result, Turkey has been exposed to high current account deficit rates (TurkStat, 2022). With
the expansion in consumer loans, domestic demand has revived, and high growth rates have
made the current account deficit even higher. The revenues obtained are not used in
productive sectors such as manufacturing but in non-productive ones (Akga, 2022a: 171). In
the private sector, where foreign debt ratios are high, especially in the post-2010 period in
Turkey, debt burdens have increased even more due to rising exchange rates. Because
companies with cash problems could not pay their bank debts, non-performing loans started
to grow.

In the global crisis originating from the USA in 2008, the insufficient total supply
level caused the prices to increase. With the bursting of the credit-based bubble, the demand
fell, and as a result, the prices started to decrease. In Turkey, unlike this situation, too many
credit funds, especially in the banking sector, caused excessive credit expansion. The main
factor that determines the crisis is investments. The source of investments is savings. Savings
in Turkey are financed by external debt. Consumer loans and construction loans are the
cheapest and easiest way to convert savings into loans. This situation may contribute to the
country’s economic growth in the short term. Still, this growth, which is not supported by
the increase in production capacity, may cause high external debt and current account deficit
problems in the long term.

In Graph 1, the percentage of the total loans extended by banks in Turkey is shown
as a percentage. The ratio of non-performing loans to total loans showed a significant
decrease after the 2001 crisis, and then it did not fluctuate much, except for 2009. The share
of non-performing loans in total loans remained below 1% in the 2000s. Regarding non-
performing loans, the construction sector ranks first with 9.29%, the wholesale trade and

1 ECB interest rates:

<https://www.ech.europa.eu/stats/policy _and_exchange_rates/key _ecb_interest rates/html/index.en.html>,
28.02.2021; FED interest rates: <https://www.federalreserve.gov/releases/h15/>, 28.02.2021; Turkey interest
rates: <https.//tradingeconomics.com/turkey/interest-rate>, 28.02.2021.
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brokerage sector ranks second with 5.72%, and the electricity, gas and water resources sector
ranks third with 5.60%.

Graph: 1
Development of Total Loans by Year Inside Share of Nonperforming Loans in
Turkey (%)

1

0
2004 2006 2008 2010 2012 2014 2016 2018 2020 2022

Source: The World Bank.

In this study, the loans to be liquidated, which show how much of the loans extended
by the banks have fallen into liquidation, are examined as seven sectors. These sectors are;
retail loans, wholesale retail, construction, metal, textile, food and transportation. In
addition, total loans to be liquidated are also included in the analysis. 2000-2020 is
considered time, and monthly data are used. The method we use to examine the loans to be
liquidated by banks is the Event Study Method. With the Event Study method, the selected
periods were divided into certain intervals, considering the effects of both the 2001 crisis
and the 2008 USA Mortgage Crisis in Turkey. Thanks to these data intervals, the NPL
analysis of the relevant sectors was made.

One of the study’s contributions to the academic literature has been the analysis of
the banks' NPL ratios, especially in the last twenty years. Previous literature studies on the
subject have generally dealt with the relationship between non-performing loans and macro
variables. This study discusses the rate of non-performing loans in critical sectors, which are
the backbone of the economy. In this way, while it was revealed to which sectors the banks
channel their deposits, the sectors that constitute a risk factor were determined. It is thought
that the study can be a guide, especially for a country like Turkey with bad banking
experiences. In addition, it has an original value as the method used. Because the Event
Study method has never been used in previous studies on this subject, in this respect, the
analysis technique provided by the Event Study method has provided an important
framework for evaluating non-performing loans.
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The first part of the study consists of the introduction part. In the second part, there
are literature reviews on the subject. The third section contains information about the
variables used and the method. In the fourth chapter, the results of the analysis are given.

2. Literature Review

There are many national and international studies on the subject of investigation. In
the results obtained, the general opinion is that the negativities in macro variables trigger the
increase in non-performing loans more.

In studies on Turkey, Akga (2022b) examined the relationship between problem loans
and macro variables in the 2000-2020 period. In the analysis findings, it has been determined
that unemployment, economic growth, inflation, exchange rate and interest rates cause non-
performing loans in the short term. Bas et al. (2021) found that the increase in interest rates
and total loan volume for 2008 and 2017 will increase non-performing loans. Koten (2021),
in his analysis for the period of 2010-2020, concluded that the increase in the non-
performing loan rates of banks decreases the profitability ratios over time. In his research
for the 2002 and 2017 periods, Us (2020) found that non-performing loans were negatively
affected by capital adequacy, profitability and economic growth while positively affected by
inflation, unemployment, external debt stock, lending and bank size. Cifter et al. (2009)
examined the relationship between industrial production and non-performing loans in the
2001 and 2007 periods. Their findings determined that the industrial production cycles affect
the NPL cycles in different periods.

Alnabulsi et al. (2021), in their analysis of Jordan, examined the relationship between
non-performing loans, financial instability and economic growth between 2002 and 2009.
As a result of the examination, it was determined that non-performing loans were negatively
related to GDP and unemployment and positively related to the money supply, interest rates,
capital lending adequacy ratio and total deposits.

Collaku et al. (2021) found that every 1% increase in non-performing loans decreased
the profitability ratio by 0.19% in Kosovo from 2010-2019. On the other hand, Khan et al.
(2020) found that non-performing loans had a negative impact on operating efficiency and
profitability while positively impacting capital adequacy and income diversification for the
period 2005-2017 in Pakistan. Akter et al. (2017) found a negative effect in their study on
non-performing loans and profitability in Bangladesh during the 2008-2013 period, and
Khan et al. (2020) found similar results.

Beck et al. (2015), in their study on 75 countries between 2000 and 2010, show that
decreases in global economic activity and stock prices cause an increase in non-performing
loans.

Budiarto (2021) found that job prospects in Central Java (Indonesia) are directly
proportional to debtor performance and solvency, and banks’ economic performance
impacts non-performing loans.
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Jordan et al. (2013) analysed Bahama in 2002 and 2011; real economic growth affects
non-performing loans negatively. As economic growth increases, non-performing loans in
the country decrease.

Klein (2013), in his analysis of Central, Eastern and South-eastern Europe (CESEE)
during the 1998-2011 period, increased unemployment and inflation, and depreciation of the
exchange rate, causing an increase in non-performing loans. On the other hand, increases in
non-performing loans negatively affect economic growth.

According to Messai et al. (2013), in their study of 85 banks in Italy, Greece and
Spain for the period 2004-2008, found that non-performing loans were negatively related to
economic growth and banks' profitability ratios and positively to unemployment, interest
rate and loan loss reserves.

Muhovic et al. (2019) found that non-performing loans were negatively related to
unemployment, economic growth, inflation and banks' profitability rates in their study of
Western Balkan countries between 2000 and 2015.

Sanchez Serrano (2021), in his analysis of 75 European Banks during the 2014-2018
period, found that banks with low NPL ratios tend to lend more to the real economy.

Singh et al. While non-performing loans are positively related to economic growth
and inflation in Nepal in the period (2021), 2015 and 2019, it is negatively related to bank
size, Capital Adequacy Ratio (CAR) and profitability ratios.

Ghosh et al. (2015), in their analysis of the USA for the 1984-2013 period, factors
such as increases in total loans, liquidity risk, and low credit quality increase non-performing
loans. On the other hand, increases in bank profitability have a reducing effect on non-
performing loans.

Accornero et al. (2017), in their analysis of Italy between 2008 and 2015, concluded
that the increase in non-performing loans negatively affected loan growth.

Balgova et al. (2017) analysed 190 countries by considering different periods
between 1990 and 2014. As a result of the analysis, it has been determined that the decreases
in non-performing loans contributed to economic growth and caused an increase.

Basten et al. (2019), in their study involving 32 banks in Europe, examined the impact
of the 2008 Global Crisis on banks. The research findings determined that the high risks that
were not priced in the banking sector in the pre-crisis period were high. In the post-crisis
period, the banks reduced these risks with the reforms made, making themselves more
resilient with the regulatory reforms.

178



Akga, T. (2023), “Sectoral Non-Performing Loans Cycle in
Turkey: An Empirical Analysis”, Sosyoekonomi, 31(55), 173-194.

Louzis et al. (2012), in their analysis of Greece in the 2003-2009 period, found that
non-performing loans are in direct relationship with macro variables (GDP, unemployment,
interest rates, public debt) and bank management quality.

Zeng (2012), in his analysis of China, increases or decreases in non-performing loans
depend on micro and macro factors. They are strengthening the internal management efforts
of banks, making property rights reforms, and reducing asymmetric faulty information to
reduce non-performing loans.

Espinoza et al. (2010), in their study of 80 banks in the Gulf Cooperative Council
Countries (GCC) between 1995 and 2008, found that risk aversion and interest rates decrease
non-performing loans, while decreases in economic growth increase non-performing loans.

Academic literature has generally examined the link between non-performing loans
and macro variables, emphasising that loans play a key role in the economy. According to
the general view obtained in the studies, non-performing loan rates are at lower levels since
the periods of the rapid growth of the economy are generally optimistic, credit standards are
relaxed, and risk appetite is high, while non-performing loans increase in the opposite
periods when the economy starts to slow down.

3. Data and Methodology

While the event study method was used in the first application times, especially in
measuring market efficiency, it has become a method frequently used in all areas of the
economy in the following years. It is generally used to measure the abnormal values of the
reaction to the event resulting from an event. This method was first used by Dolley (1933).
Dolley (1933), in his study, examined the effect of stock splits into price increases and
decreases. In the following years, the Event Study method became the preferred method in
many studies with different calculation methods (Myers et al., 1948; Baker, 1956; Ashley,
1962). In the first step of the event study analysis, the event and date range to be investigated
are determined. In the following steps, critical values are selected, normal and abnormal
values are determined, abnormal values are combined and tested, and the model is finalised
by considering the experimental results (Campell et al., 1997; Mackinlay, 1997; Konchitchki
et al., 2011; Corrado, 2011). In the event study, the timeline usually consists of two parts;
the actual event period surrounding the event day and the second is the previous forecast
period.

According to Fama et al. (1969), the Event Study method, used the market index
model to calculate the normal and abnormal values in the data. The formula used to calculate
normal and abnormal values.

eir = Ry — E(Ryt)
e; = Normal value,

R;; = Real value,
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E(R;;) = Expected value
Calculation of cumulative abnormal values.
CAGy = TN, ARy

This study tried to determine the unexpected /excessive growth rates of the sectoral
loans to be liquidated with the Event study analysis. In this way, the effect of the 2008 crisis
on non-performing loans will be seen more clearly. To see the non-performing loan growth,
the non-performing loan growth of each sector was compared with the total non-performing
loan growth because total non-performing loans are a portfolio of sectoral non-performing
loans and show the systemic relationship.

Using the least squares method, the analysis estimated the relationship between
sectoral non-performing loan growth and total non-performing loan growth. Error terms of
each sector were calculated, and Cumulative Abnormal Growth rates (CAG) were created
for all windows from the error terms. The cumulative error terms are taken as six months.

Figure: 1
Event Study Timeline for Wholesale, Retail and Sales, Construction, Metal, Textile,
Food, and Transportation Sectors

(Estimation Window] (Event Window] (Post-Event Window]
2000:01 2007:06 2007:07 2010:12 2011:01 2020:12
Figure: 2
Event Study Timeline for Personal Credits
(Estimation Window] (Event Window] (Post-Event Window]
2000:01 2007:06 2007:07 2010:12 2011:01 2020:12

Two timelines were created to analyse the effects of the crisis. The first is the
timetable of wholesale retail and sales, construction, metal, textile, food, and transportation
sectors in Figure 1, and the second is the timeline of personal loans to be liquidated in figure
2. Figure 3.1 shows a 90-month dataset with a period of 2007:06 starting from 2000:01 in
the estimation interval determined as the “Estimation Window”. A 42-month dataset
between 2007:07 and 2010:12 was used in the “Event Window” interval to represent the
2008 crisis. As the final stage, in the Post-Event Window part of the post-crisis period, there
is a 120-month dataset between 2011:01 and 2020:12. Figure 2 shows a 36-month dataset
with a time frame of 2007:06 starting from 2004:07 in the “Estimation Window” prediction
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interval. A 42-month dataset between 2007:07 and 2010:12 was used in the “Event Window”
interval. In the Post-Event Window, there is a 120-month dataset between 2011:01 and
2020:12. Since the date range covers the period before the 2001 crisis, 2000 was chosen as
the starting year. Since only existing data on retail loans were published in 2004 and later,
2004 was included in the analysis as the starting year. In determining the event dates, the
2001 Turkish Banking Crisis and the 2008 USA Mortgage Crisis were taken as a basis.

In the Event Window, the error terms obtained for non-performing loans for seven
different sectors are classified as a separate data group. The aim here is to consider the
distribution of error terms in the pre-crisis period. For this purpose, specific statistical values
were used. Cumulative excess returns are used here. Cumulative excess returns were
calculated from these error terms, and both periods (Estimation Window and Post-Event
Window) were compared.

Hy, = CAG = 0, Non-performing loans remained unchanged in the relevant sectors
and insensitive to crises.

H; = CAG # 0, Non-performing loans increased or decreased in the relevant sectors;
it didn’t remain insensitive to crises.

The hypothesis established is whether there is a difference between the error terms
of the Event Window period and the Post-Event Window period. In the CAG calculations
for each sector, it is determined whether all values are equal to 0. If the H, hypothesis is
rejected, it is concluded that non-performing loans are affected during crisis periods.

Hypotheses for each sector's average overgrowth between periods;
Hypothesis of term 1 and period 2;

Hy

CAG, = CAG,

H, = CAG, # CAG,

Hypothesis of term 2 and period 3;
:Hy = CAG, = CAG,
H, = CAG, # CAGs
Hypothesis of term 1 and period 3;

HO = CAGl = CAG3

H, = CAG, # CAG;,
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As a result, the equality of means hypotheses for all sectors was rejected?.

The “z” test was used to measure the difference between the mean values of the
variables for all three selected periods. Therefore, the “z” value for each sector has been
calculated. The formula used for the calculated “z” value is as follows;

7, = o X)Guky)

2 42
21, 9%

ny nz

X = The average value of the selected data for the relevant period
p = Default average value

o = Variance value

n = Number of observations

The hypotheses for comparing the z-values and averages calculated between the
periods of the sectors are given below. The fact that the calculated “z” test statistic is more
significant than zero indicates that overinvestment has occurred in the relevant variables.

The hypothesis of period 1 and period 2;

Hy- z,, > 0 ve p; > p, The non-performing loan growth rate in the crisis period is
decreasing compared to the pre-crisis loan growth rate.

Hi_ z,, <0and p <p,, The crisis period non-performing loan growth rate increases
compared to the pre-crisis loan growth rate.

The hypothesis of term 2 and period 3;

Ho-z;3 > 0 and p, > p3, Post-crisis non-performing loan growth rate decreases
according to crisis period loan growth rate.

Hi_z,3 < 0 and p, <psz, Post-crisis non-performing loan growth rate increases
according to crisis period loan growth rate.

The hypothesis of term 1 and period 3;

2 Abnormal values of each variable were not included in this study because of included a long data set. It can be
provided by the author upon request.

In all variables and parameters, “1” represents the pre-Event (Crisis), “2” represents the Event period, and
“3” represents the post-Event.

3
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Hy-zy3 > 0 and p; > ps, Post-crisis non-performing loan growth rate decreases
compared to pre-crisis loan growth rate.

Hi_z,3 <0 and py; < ps, Post-crisis non-performing loan growth rate increases
compared to pre-crisis loan growth rate.

Hypotheses created for “F” values calculated between periods for each sector;
The hypothesis of term 1 and period 2;

Ho= Fi 5 < Feritical vae Crisis period variance value and pre-crisis variance value
are similar.

Hi_ Fi 5 > Feriticai vae, Crisis period variance value and pre-crisis variance value
are different from each other.

The hypothesis of term 2 and period 3;

Hy- F3 3 < Feritical vawe, POSt-Crisis variance value is similar to crisis period variance
value.

Hi_F,3 > Feritical vaie, POSt-Crisis variance value crisis period variance value is
different from each other.

The hypothesis of term 1 and period 3;

Hy- Fi 3 < Feritical vae, POSt-Crisis variance value and pre-crisis variance value are
similar.

Hi_ Fi 3 > Feriticai vaiue, POSt-Crisis variance value and pre-crisis variance value are
different from each other.

4. Findings

As a result of the CAG values calculated for the analysis, all values were different
from zero. As a result, the H, hypotheses was rejected and the H; hypotheses was accepted.
In selected sectors, non-performing loans were affected by the crises during the crisis
periods. Afterwards, graphs were created according to the CAG values for each sector. The
cumulative overgrowth values of retail loans are shown in Graph 2. According to the results
obtained according to the “z” calculated and “F” test statistical values of individual loans,
the growth in non-performing loans during the crisis period increased compared to the pre-
crisis period, the loan growth rate increased compared to the crisis period after the crisis and
increased in the post-crisis period compared to the pre-crisis period. In other words, the
results show that the NPL ratio in individual loans has increased continuously before and
after each crisis. In wavelengths, while the pre-crisis-post-crisis and crisis-period
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wavelengths differ, the pre-crisis and post-crisis wavelengths are similar. In short, the
dimension of instability in retail loans is most visible in the crisis period.

Graph: 2
Cumulative Abnormal Growth Data for Personal Credits (CAG)*
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Graph 3 represents non-performing loan growth rates for the wholesale retail
industry. When the “z” and “F” test results of the variable are evaluated, non-performing
loan growth rates increased during the crisis periods compared to the pre-crisis period. After
the crisis (event), the growth rate of non-performing loans decreased compared to the crisis
period. While non-performing loan rates are similar in the crisis period and the post-crisis
period, the pre-crisis and crisis-period non-performing loan rates differ. In short, non-
performing loans increased during and after the crisis compared to pre-crisis.

4 The blue striped line in all charts; pre-crisis (event), red line; the crisis (event) period, and the green striped

line represents the post-crisis (event) period.
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When non-performing loan growth values of the construction sector are evaluated in
Graph 4, according to the “z” and “F” test results, non-performing loans remained the same
in the pre-crisis and post-crisis periods but increased in the post-crisis period. The crisis
period and pre-crisis differed in wave dimensions, but the crisis period and the post-crisis
period were similar. In short, non-performing loans in the construction sector experience
constant fluctuation and are unstable. Especially in the post-2001 period, significant
decreases were experienced in non-performing loans in the construction sector, and
significant increases were experienced in the post-crisis period in 2008 USA. Another
remarkable point in the construction sector was in 2012. It is thought that problems such as
economic problems (deceleration of growth, increase in unemployment rates, etc.),
especially in the Euro Region in 2012, and the slowdown in growth in Turkey may cause
this result.

Graph: 4
CAG for the Construction Industry
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Graph 5 shows the non-performing loan growth rates of the main metal industry
sector. When the “Z” and “F” test results were evaluated, the non-performing loan ratios,
which started to increase in the pre-crisis period, increased both in the crisis and post-crisis
periods. However, the fluctuations in the crisis period are parallel to the post-crisis
fluctuations, and the instability’s severity is higher than in the pre-crisis period. When
evaluated in general, the metal main industry’s non-performing loan rates increased during
and after the economic crisis.

Graph: 5
CAG for the Metal Main Industry Sector
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Graph 6 When the non-performing loans of the textile sector are evaluated according
to the “z” and “F” test results, non-performing loans increase in crisis periods and post-crisis
periods compared to the pre-crisis period. In addition, pre-crisis instability and fluctuations
are similar to post-crisis instability and fluctuations. It is seen that the textile sector was
particularly affected by the 2001 Turkish Crisis.

186



Akga, T. (2023), “Sectoral Non-Performing Loans Cycle in
Turkey: An Empirical Analysis”, Sosyoekonomi, 31(55), 173-194.

Graph: 6
CAG for the Textile Industry
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When the “z” and “F” test results of the food sector non-performing loans are
evaluated, the non-performing loan rates increased continuously during and after the crisis.
Regarding fluctuation, the periods before and after the crisis show similarities. The food
sector has been growing, especially during the 2001 Crisis period, the 2008 Crisis period
and after 2017.

Graph: 7
CAG for the Food Industry
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When the non-performing loan abnormal value graph of the transportation sector is
evaluated according to the “z” and “F” test results, non-performing loan rates have
consistently increased both in the crisis periods and in the pre-crisis and post-crisis periods.
While the fluctuations between the pre-crisis and crisis periods were similar, the post-crisis
period differed. In general, it can be said that the transportation sector has been dramatically
affected by the economic crisis environment.
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Graph: 8
CAG for the Transportation Sector
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Graph 9 shows the NPL ratio of loans extended by banks to all sectors. According to
the findings, non-performing loan rates increase continuously in the pre-crisis, crisis and
post-crisis periods. The instability in non-performing loans, which started in the pre-crisis
period, continues during and after the crisis. The size of the fluctuations is similar. Although
it decreased partially in 2018, non-performing loan rates have increased continuously in
recent years.

Graph: 9
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When the results of the analysis of the amount of non-performing loans extended by
banks on a sectoral basis are evaluated in general, it is observed that there is an increasing
trend in retail loans both before and after 2008. While the level of uncertainty and instability
increases during the crisis period, it decreases in the post-crisis period. In the wholesale and
retail sales sector, non-performing loans peaked, especially in the 2001 crisis and were less
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affected by the 2008 crisis. In the post-2008 period, an increase is observed in non-
performing loans. Compared to the 2001 crisis, the construction sector's non-performing
loans increased significantly after the 2008 crisis. Especially in recent years, the construction
sector has been the sector most affected by the economic conditions of non-performing
loans. When the basic metal industry sector is examined, the effects of the 2001 and 2008
crises seem much clearer. Non-performing loans, which were at their peak in the 2001 crisis,
declined to their lowest levels in the post-2001 period. The effect reflected on the credits in
the 2008 crisis is at high levels, although not as much as the 2001 crisis. Even though non-
performing loans decreased slightly in the post-2008 period, they entered an upward trend
again after 2015. Like the metal sector, the textile sector was most affected by the 2001
crisis. Due to the fragile nature of the sector, there have been many fluctuations in the textile
sector, especially over the years. The increase in the non-performing loan ratios of the textile
sector in recent years is remarkable. Non-performing loans in the food sector are fluctuating
and become unstable over the years, as in the textile sector. During the 2001 and 2008 crises,
the bad debt ratios of the food sector increased, and this increase saw peaks, especially after
2016. In the 2001 and 2008 crises in the transportation sector, non-performing loans were at
very high levels. While it has been observed that it has been dramatically affected by the
crises, it has entered an upward trend again, especially in recent years. If we take a general
evaluation based on non-performing loans, there were many increases during the 2001
Turkish crisis and the 2008 US crisis. While an improvement was observed in non-
performing loans after 2009, it entered an upward trend again after 2011.

5. Conclusion

In the study, the loans extended by banks in Turkey in the period of 2000 and 2020
were analysed by the Event Study method by considering the sector. Sectors covered;
personal loans (vehicle, housing, consumer goods, etc.), wholesale retail, construction, main
metal industry, textile, food, and transportation sector. In addition, total non-performing
loans covering all sectors are included in the study.

Banks are the most important institutions that mediate the flow of funds in the
financial system. One of the tools banks use most when intermediating the flow of funds is
the loans they have made available. In the 2000s, interest rates in developed countries were
low, and short-term fund inflows to developing countries such as Turkey, where interest
rates were higher, increased. On the other hand, for Turkey, the 2000s covered a period in
which privatisations were experienced a lot. The existence of too many credit funds in the
banking sector in Turkey has caused excessive credit expansion. During this period, the rate
of lending to the markets by banks increased rapidly. In this period, loans were generally
extended to sectors with low added value and no long-term return to the economy?®. The rapid
growth of loans and the use of these loans by non-productive sectors negatively affect the

5 For relevant data: TBB, (2021),
<https://www.tbb.org.tr/Content/Upload/Dokuman/7769/Sektorel Kredi Dagilimi_ Mart 2021.pdf>,
28.02.2021.
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economy and increase the fragility of banks. Therefore, after determining the causes of non-
performing loans, the effects of these loans on the banking sector and the economy should
be taken into account, and necessary measures should be taken to ensure that loans do not
become problematic loans.

In this study, the course of non-performing loans in domestic or worldwide economic
disruptions is examined based on important sectors that are the backbone of the economy.
Especially in the pre-crisis and post-crisis periods, it is thought that how non-performing
loan rates changed according to the sector and making a sectoral analysis is an important
feature for Turkey. As a result of the findings obtained from the study, solution suggestions
for policymakers and economic actors are listed below.

e A supervisory mechanism can be established for banks to use their deposits.

e Loan interest rates may vary according to the sector or the efficiency of the sector.
For example, sectors related to technological products (automobiles, mobile
phones, etc.) or important sectors such as the main metal industry can be supported
with low-interest rates.

e Since Turkey has an inflationary economic structure, expenditures made by
individuals can be controlled through loans.

e In addition to the supervisory activities of banks, a well-designed asset
management system can be established.

¢ By taking into account the imbalances and strategic errors between the sectors and
taking these errors and omissions into account in future economic programs, a
stable economic structure can be created in the longer term.
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Appendix
Table: 1
Statistical Values of the Variables
Variables Var stdev Average Obs.
Per.Cred. 1 242,59 2.99 12.82 36
Per.Cred. 2 28,06 1.94 1.75 42
Per.Cred. 3 0.80 0.96 -4.61 120
Wholesale Retail 1 10.37 1.59 0.96 90
Wholesale Retail 2 1.45 1.07 1.12 42
Wholesale Retail 3 1.75 1.12 -0.69 120
Cons. 1 8.74 2.79 6.60 9
Cons. 2 2.79 1.22 0.60 42
Cons. 3 6.60 1.45 1.98 120
Metal 1 7.11 3.52 2.48 90
Metal 2 3.52 1.28 1.19 42
Metal 3 2.48 1.19 0.25 120
Textile 1 1.37 0.65 0.21 90
Textile 2 1.06 0.56 0.73 42
Textile 3 0.21 1.03 0.73 120
Food 1 2.57 1.20 2.62 90
Food 2 1.20 1.23 1.21 42
Food 3 2.62 1.21 1.58 120
Trans. 1 27.08 1.93 -0.47 90
Trans. 2 13.93 13.89 13.79 42
Trans. 3 5.12 5.38 0.72 120
Total Loans 1 2.14 1.16 -0.87 90
Total Loans 2 1.50 1.49 1.49 42
Total Loans 3 1.68 111 0.21 120
Table: 2
Z Table for the Variables
z1 2 72 3 z1 3
Per.Cred. 4.07 (0.99) 33.19 (0.33) 6.71 (0.99)
Wholesale Retail 6.57 (0.49) -1.30 (0.49) 4.57 (0.32)
Cons. 0.54 (0.99)* -10.92 (0.99) -3.0 (0.99)
Metal 2. 78 (0.99) 3.19 (0.15) -0.35 (0.48)*
Textile -0.23(0.99)* 3.44 (0.99) -1.86 (0.99)
Food -5.36 (0.99) -6.34 (0.13) -7.13(0.99)
Trans. -17.93 0.43 14.09 0.49 -2.030.31
Total Loans 9.67 (0.30) 3.84 (0.27) 5.55 (0.16)
Notes: *Ho Red, a=0,05, critical z value 0,12 or 0,13, If Z Value > 0, H, Red.
Tablo: 3
F Table for the Variables
F12 F2.3 F13
Per.Cred. 8.64 (1.84) 0.02 (L53)* 304.2 (1.53)
Wholesale retail 7.12 (1.65) 0.83 (1.74)* 5.94 (1.53)
Cons. 3.13 (1.65) 0.42 (1.65)* 1.32 (1L53)*
Metal 2.02 (1.65) 0.70 (L.74)* 2.86 (1.53)
Textile 2.08 (1.74) 1.84 (1.74) 0.88 (153)*
Food 2.14 (1.74) 2.19 (1.74) 0.98 (153)*
Trans. 0.51 (1.65)* 2.72 (1.65) 5.28 (1.53)
Total Loans 1.42 (1.74) 0.88 (L.65)* 1.26 (153)*

Notes: *Ho Red, If F Value > F Critical value, H, Red.
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Abstract

This paper assesses the interactive impact of financial development and institutional quality
indicators on the informal economy using data from 67 developing countries from 2002-2017. We
employ the fixed-effect model with Driscoll-Kraay standard errors that are heteroscedasticity
consistent and robust to the general form of cross-sectional and temporal dependence. Findings reveal
that financial development and institutions are substitutes for reducing the informal economy.
Financial development decreases the size of the informal economy only in the absence of efficient
institutions and vice versa. Finally, the study provides several essential policy suggestions for
combatting the informal economy.
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Oz

Bu calisma 67 gelismekte olan iilkenin 2002-2017 verilerini kullanarak finansal gelisme ve
kurumsal kalitenin kayit dig1 ekonomi tizerindeki interaktif etkisini aragtirmaktadir. Caligmada degisen
varyans ve yatay kesit bagimhiligin1 dikkate alan Driscoll ve Kraay Standart Hatalar ile Sabit Etkiler
tahmin yonteminden yararlanilmustir. Bulgular, finansal gelisme ve kurumlarin, kayit dis1 ekonomiyi
azaltmada ikame islevi gdrdiigiinii ortaya koymaktadir. Kurumsal kalitenin en diisiik oldugu iilkelerde
finansal gelismenin kayit dis1 ekonomi tizerinde en fazla etkiye sahip oldugunu géstermektedir. Ote
yandan, finansal sektoriin daha az gelismis oldugu iilkelerde giiglii kurumlar kayit dis1 ekonomi

tizerinde daha etkili olmaktadir. Son olarak, ¢alisma kayit dis1 ekonomiyle miicadele konusunda birkag
temel politika 6nerisi sunmaktadir.

Anahtar Sozciikler : Kayit Dis1 Ekonomi, Finansal Gelisme, Kurumlar.
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1. Introduction

The informal economy® is a common feature of all economies in the world. The
impacts of informality on social and economic development can be compelling and profound
since scarce resources are wasted or used unproductively, national accounts do not reflect
accurate figures, and public finance works against public policy (Blackburn et al., 2012:
243).

In the last two decades, researchers have discussed the phenomenon of the informal
economy and used several indicators to determine the factors which drive individuals and
corporates into the informal sector. Of these, one strand of the literature stresses the role of
financial development on the size of the shadow economy (Bose et al., 2012; Blackburn et
al., 2012; Capasso & Jappelli, 2013; Berdiev & Saunoris, 2016). Another strand of the
studies addresses the importance of institutional quality on the shadow economies (Johnson
et al., 1998; Friedman et al., 2000; Schneider, 2005; Guha-Khasnobis et al., 2006; Bovi &
Dell’Anno, 2009; Dreher et al., 2009; Torgler & Schneider, 2009; Torgler et al., 2011;
Dreher & Schneider, 2010; Teobaldelli, 2011). This paper exploits both these strands of the
literature to evaluate if institutional quality has any role in moderating the effect of financial
sector development on informality.

This study closely follows the works of Compton and Giedeman (2011), Blanco and
Dutta (2021) and Cepparulo et al. (2016). These studies investigate if financial development
and quality of institutions demonstrate substitutability in their effect on growth, poverty
alleviation and domestic investment, respectively. This paper aims to expand on their work
by investigating if institutions and financial development work as complements or
substitutes in tackling informality.

Evaluating this relationship is essential in determining the most appropriate resource
allocation between these two factors. In a policy design to combat the shadow economy, it
is crucial to identify whether the constraints stem from the financial or institutional
framework and act accordingly. If they work as substitutes, investing in a financial system
where the institutions are inefficient will be more sensible. Likewise, improving institutions
can compensate for the absence of a sound financial system to combat shadow economies.
To the extent of our knowledge, this study is the first to analyse the critical relationships
between the size of the shadow economy, financial development, and institutions. We
contribute to the present literature on the informal economy by assessing the interactive
effect of financial development and institutional quality indicators.

Findings reveal that financial development significantly impacts the informal
economy when institutional quality is the lowest. In other words, in the absence of a sound
institutional setup, financial development diminishes the negative impact of weak
institutions on the formal economy. On the other hand, a higher level of institutional quality

L Informal economy, informality, shadow economy or underground economy are used interchangeably.

196



Bulut, A. (2023), “Informal Economy and Financial Development:
The Role of Institutions”, Sosyoekonomi, 31(55), 195-209.

is more effective in combating shadow economies in countries where the size of the financial
sector is small. To put it more explicitly, we find a substitution effect among these priorities.
One possible explanation behind this substitution effect might be that some of the tasks
associated with efficient institutions are also fulfilled by financial development to decrease
informality and vice versa. For example, economic agents might prefer to operate informally
due to high transaction and information costs in the presence of weak institutions. However,
a well-functioning credit market can alter their preferences by reducing these costs and thus
compensate for the deficiencies of inefficient institutions.

The rest of the paper is structured as follows. Section 2 presents a brief review of the
literature. Section 3 describes the models and methodological issues. Section 4 introduces
the variables, descriptions and data sources. Section 5 provides the empirical results and
robustness checks. Lastly, section 6 is the concluding remarks.

2. Literature Review

Researchers discuss the phenomenon of the informal economy and use several
indicators to identify the factors which lead individuals and corporates to operate informally.
Of these, the impact of financial development and institutions on the informal economy has
received considerable attention in recent academic studies.

The theoretical background for analysing the linkage between the shadow economy
and financial development can be attributed to Becker's (1968) seminal paper on the
economics of crime. He suggests that rational individuals will weigh the profit of illegal
activities against the costs of detection and punishment. Thus, any economic agent will
rationally compare the advantages of operating in the shadow economy, such as regulations
and avoiding taxes and costs related to the formal economy. Following Becker's (1968)
influential study, several important studies have theoretically argued the linkage between
the shadow economy and financial sector development (Straub, 2005; Antunes &
Cavalcanti, 2007; Dabla-Norris et al., 2008; Bose et al., 2012; Blackburn et al., 2012;
Capasso & Jappelli, 2013). The studies suggest that the financial sector is a particular type
of institution that may influence the shadow economy's size (Berdiev & Saunoris, 2016).
When individuals or firms operate in a shadow economy, their ability to declare assets or
revenues is limited, and therefore credit costs become higher. In this sense, as markets
financially improve, effective intermediaries enter into the official economy, and the credit
costs decrease, thus, increasing the opportunity cost of continuing informal activities and
driving economic agents into the official sectors (Capasso & Jappelli, 2013: 167).

Several papers empirically contribute to the existing literature studying the linkage
between financial development and the shadow economy. For instance, Bose et al. (2012)
analysed the link between financial development and the size of informality for 137
countries between the years 1995-2007. They found that improvements in the banking sector
reduce informality size. Berdiev and Saunoris (2016) examined the linkage between
informality and financial development for 161 economies from 1960 to 2009. They
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concluded that financial development and informality size are negatively correlated. Other
papers have analysed this relationship within single countries (see, amongst others, Capasso
& Jappelli, 2013, Beck & Hoseini, 2014, Bayar & Aytemiz, 2017). These studies conclude
that financial sector development is associated with a smaller shadow economy size.

Institutional quality is viewed as another critical factor determining informality.
North (1991) defines institutions as “the humanly devised constraints that structure political,
economic and social interaction”. A sound institutional setting reduces the asymmetric
information problem, risks and transaction costs and allows easy access to credit and
enforcing contracts and property rights (Canh et al., 2021: 50). Therefore, better institutional
frameworks incentivise individuals and firms to operate formally. On the contrary, weaker
institutional settings such as poor contract enforcement, overregulation, and an inefficient
judicial system reduce economic agents' incentives to work officially. On this point, Johnson
et al. (1998) suggest that the extent of regulatory and bureaucratic discretion is the primary
driver of the size of the informality. Likewise, Friedman et al. (2000) analysed the
relationship between the underground economy and institutions in 69 countries. They
concluded that higher taxes are not the primary drivers of the informal economy. Instead,
over-regulation, a weaker legal environment and more corruption are associated with a larger
informal economy. Schneider (2005), Dreher et al. (2005), Guha-Khasnobis et al. (2006),
Dreher et al. (2009), Dreher and Schneider (2006), Bovi and Dell’ Anno (2009), Torgler and
Schneider (2009), and Teobaldelli (2011) are the other studies suggesting that strong
institutions are associated with a smaller shadow economy size.

Although the available empirical studies on the impact of financial development on
the shadow economy are pretty rich, literature on how institutions impact the shadow
economy-financial development link is scarce. Thus, this paper differs from the previous
studies by evaluating the interactive effect of financial development and institutions.

This paper closely follows the works of Compton and Giedeman (2011), Blanco and
Dutta (2021) and Cepparulo et al. (2016). Compton and Giedeman (2011) investigate
whether the relationship between financial development and growth depends on institutional
quality. They suggest that financial development's beneficial effect on economic growth
diminishes where institutions work better. They interpret this as evidence that financial
development and institutional quality are substitutes in the growth process. Following a
similar approach, Cepparulo et al. (2016) suggest that the pro-poor impact of credit market
development is smaller where institutional quality is higher and stronger when institutions
function ineffectively, meaning that institutions and financial development work as
substitutes in the poverty alleviation process. Blanco and Dutta (2021) analyse the
interaction effect of financial development and institutions on gross domestic investment.
They find a substitution effect among financial development and institutions, meaning that
credit market development is more effective on informality in countries with poor
institutions.
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This paper aims to expand on their work by investigating whether institutional quality
interacts with the relationship between financial development and the size of the shadow
economy. Evaluating whether institutional quality influences the impact of financial
development on the shadow economy is crucial for policymakers because especially
developing countries that face resource constraints can allocate available resources to
improve their financial system and/or institutions. Therefore, we intend to answer the
following questions. First, are the financial development, and the institutional quality
complements in combatting informality? If yes, policymakers will invest in both the
financial system and institutions. Second, are the financial development and the institutional
quality substitutes? If yes, investing in a financial system where the institutions are
inefficient will be more sensible. Likewise, improving institutions can make up for the
absence of a sound financial system to decrease informality.

3. Methodological Framework

This paper examines how institutional quality affects the financial development-
informal economy relationship. Based on the above arguments, the baseline model is as
follows:

IE;=f(FD;, INS;;, CONTROLy,) (1)

IE;; denotes the size of the informal economy as per cent of GDP for country i at year
t, FD,, is the financial development measures as per cent of GDP for country i at year t, and
INS;;2 is the level of institutional quality for country i at year t. From equation 1, we adopt
the standard specification of the cross-country equation. Thus, the specific model is as stated:

IEyy = Bo + B1FDi + B2INSit + B4CONTROL ;¢ + pye + €3¢ (2

u refers to country-specific effects, and ¢ is the error term. Since this paper explores
institutional quality’s role in the shadow economy-financial development relationship, we
add an interaction term. Therefore, equation 2 is re-written as:

IE;s = Bo + B1FDy + BoINS; + B3FD + INS; + f,CONTROL; + pjr + €54 3)

Where FD = INS is the interactive term of financial development and institutional
quality indicators.

The coefficients By, B1, B2, B3, and B, denote the parameters to be estimated. In this
paper, the coefficients of interest are 3,, 8, and B5. 5; and 3, capture the direct impact of
FD and INS variables on the shadow economy, respectively. 35 refers to the interactive term
of FD and INS. This interactive term allows us to assess how the institutional quality in a
country influences the impact of financial development on the shadow economy size. The
direction and significance of S5 reveal whether financial development and institutions are

2 INS represents six different institutional quality indicators. Details are in the data section.
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complements or substitutes in combatting shadow economies. A statistically significant and
negative sign for 85 gives evidence that finance and institutions are complements meaning
that a sound institutional framework coupled with financial development reduces shadow
economy. On the contrary, a statistically significant positive sign for 5 provides suggestive
evidence that financial development decreases the informal economy size in the presence of
weak institutions, and vice versa, meaning that finance and institutional quality act as
substitutes. If B5 is not statistically significant, the institutional quality does not have a
moderating role in this relationship.

A methodological problem arises with the appropriate estimator. As OLS can
produce biased results due to unobserved heterogeneity, two types of models, fixed effects
and random effects, can be used to obtain consistent results. Hausman Test is employed to
distinguish between fixed effects and random effects (Hausman, 1978) and confirms the
presence of fixed effects in all the models.

In panel data analysis, cross-sectional dependence is another major problem that
needs to be considered since other countries’ behaviour may alter the behaviour of a single
country. Traditional panel data estimation methods often rely upon the assumption of cross-
sectional independence, but the presence of cross-sectional dependence may render the
estimated results unreliable. Employing the Pesaran (2004) test for cross-sectional
dependence, the null hypothesis of cross-sectional independence is rejected for all the
models estimated in this study3. Therefore, the models have estimated with Driscoll and
Kraay’s (1998) standard errors that are heteroscedasticity consistent and robust to the
general form of cross-sectional and temporal dependence (Hoechle, 2007).

4. Data

This study uses annual panel data from 2002-2017 from 67 developing countries for
empirical analysis*. The sample size is determined primarily by the availability of data for
the financial development and institutional quality variables®. Table 1 shows the variables,
description and sources.

Hausman and Pesaran (2004) CD test results are available upon requests. They are not reported for saving
space.

Algeria, Argentina, Bangladesh, Belize, Benin, Bhutan, Botswana, Brazil, Bulgaria, Burkina Faso, Burundi,
Cambodia, Cameroon, Central African Republic, Chad, Chile, China, Colombia, Congo, Dem. Rep., Congo,
Rep., Cote d'lvoire, Croatia, Ecuador, Egypt, Arab Rep., El Salvador, Fiji, Gabon, Ghana, Guatemala, Guinea-
Bissau, Haiti, Honduras, Hungary, India, Jamaica, Jordan, Kenya, Kuwait, Kyrgyz Republic, Madagascar;
Malaysia, Mali, Mauritius, Mexico, Mongolia, Nepal, Nicaragua, Niger, Nigeria, Oman, Pakistan, Paraguay,
Peru, Philippines, Poland, Qatar, Romania, Russian Federation, Rwanda, Saudi Arabia, Senegal, South Africa,
Sri Lanka, Tanzania, Togo, Tunisia, Vietnam.

The sample is limited to the period for 2002-2017 as consequence of the annual availability of WGI database
from 2002 onwards.
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Table: 1
Variables Used in the Analysis

Variable Description Source
Informal Economy (IE) Shadow economy size (% of GDP) Medina and Schneider (2019)
Financial Development (FD1) Domestic credit to the private sector (% of GDP) The Global Financial Development Database
Financial Development (FD2) Liquid liabilities (% of GDP) The Global Financial Development Database
Financial Development (FD3) Deposit money banks' assets (% of GDP) The Global Financial Development Database

. Control of corruption index
Control of Corruption (CC) (ranges from approximately -2.5 (weak) to 2.5 (high) wel

- Government effectiveness index
Government Effectiveness (GOVE) (ranges from approximately -2.5 (weak) to 2.5 (high) wel
Political Stability and Political stability and absence of violence index WGl
Absence of Violence (PSV) (ranges from approximately -2.5 (weak) to 2.5 (high)
Regulatory Quality (RQ) Regulatory quality index WGl

(ranges from approximately -2.5 (weak) to 2.5 (high)
The rule of law index
Rule of Law (RL) (ranges from approximately -2.5 (weak) to 2.5 (high) wal

Voice and accountability index

Voice and Accountability (VA) (ranges from approximately -2.5 (weak) to 2.5 (high) wel
Government Expenditure (GE) Government final consumption expenditure (% of GDP) WDI
Trade Openness (TO) Trade (% of GDP) WDI
Growth (G) GDP per capita growth (annual %) WDI

The size of the informal economy (IE) as a share of GDP is the dependent variable,
sourced from the study by Medina and Schneider (2019). The authors used the Multiple
Indicators Multiple Causes (MIMIC) modelling approach to estimate the shadow economy
size. Our main independent variables are financial development and institutional quality
indicators. The study uses domestic credit to the private sector as a share of GDP (FD1), the
most commonly used proxy to represent financial development in the related literature. For
robustness checks, this paper utilises two measures of financial development widely used in
the literature: liquid liabilities (FD1) and deposit money bank assets (FD2), both as a
percentage of GDP. Financial development indicators are drawn from the Global Financial
Development Database of the World Bank.

The institutional quality indicators are sourced from the WGI database. This study
uses all the indicators of institutions provided by the WGI database, namely, control of
corruption (CC), government effectiveness (GE), regulatory quality (RQ), the rule of law
(RL), political stability and absence of violence/terrorism (PSV) and voice and
accountability (VA). Estimates of each indicator range from approximately -2.5 (weak) to
2.5 (strong). Dreher et al. (2009), Torgler and Schneider (2009), Schneider (2010) and Abdih
and Medina (2013) argue that institutional quality is one of the main determinants of the size
of the informal economy.

We include three control variables previously used as potential drivers of the informal
economy. Government spending (GS) as a per cent of GDP (GS) is a crucial factor in the
decision to participate in the official economy or operate in the official economy (Schneider
& Enste, 2000; Dell’ Anno, 2010; Goel & Nelson, 2016; Dell’Anno et al., 2018). Higher
government spending might distort the allocation of resources, crowd out private investment
and lead to (potentially) higher levels of corrupt activities and therefore imply a larger
informal economy size.
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Trade openness (TO), defined as the ratio of the sum of export and import as a
percentage of GDP, is another potential factor that gauges the impact of international trade
on the shadow economy. Trade openness is expected to decrease informality by improving
productivity and reallocating resources (Esaku, 2021).

Finally, we include GDP per capita growth (G) due to its close relation to the shadow
economy. Elgin and Oztunali (2014) suggest that a higher growth rate would attract
economic agents to the official economy. Hassan and Schneider (2016) and Schneider
(2011) are other authors who find that the size of the informality diminishes with an increase
in GDP growth. On the contrary, Zaman and Goschin, 2015; Wu and Schneider (2019) find
the opposite; therefore, the effect of growth on informality is inconclusive and mixed.

Table 2 illustrates the summary statistics for all variables used in the analysis. It is
observable that the variation in the size of the informal economy is considerable across
countries. To illustrate, while Nigeria has the largest informal economy as a share of GDP
(61.4), China has the smallest informal economy (11). We can also see the variation in
financial development indicators. Guinea-Bissau and the Democratic Republic of the Congo
have the least-developed financial systems, and China and South Africa are the most
financially developed countries. On the average of the institutional quality indicators, Chile
and Hungary have the highest institutional quality level.

Tablo: 2
DeSCI’IptIVE Statistics
Variables Obs Mean Std. Dev. Min Max
SE 1072 32.59 10.727 11 61.4
FD1 1072 37.079 30.332 0 160.125
FD2 1072 46.343 30.532 3.085 207.79
FD3 1072 44.4 31.602 438 181.78
cc 1072 -421 .633 -1.722 1.592
GE 1072 -.351 .658 -2.078 1.275
PS 1072 -427 .859 -2.81 1.283
RQ 1072 -.253 .621 -1.684 1.539
RL 1072 -421 .649 -1.817 1.433
VA 1072 -.347 707 -1.907 1.293
TO 1072 74.612 34.263 20.723 210.374
G 1072 2.438 3.774 -36.557 28.676
GS 1072 13.951 4.608 .952 30.003

Note: Autor’s calculation.

Table 3 displays the correlation matrix between variables in the dataset. The table
reveals that all financial development, institutional indicators and control variables except
growth rate are negatively and significantly® correlated with the shadow economy.
Moreover, the independent variables do not strongly correlate with each other, which solves
the multicollinearity problem apart from the financial development and institutional quality
indicators; thus, we will include them in separate regressions.

6 Pvalues are not reported due to saving space.
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Tablo: 3
Matrix of Correlations
Variables () @l @l @l el el ol @l o W[ o] @] @]
(1) SE 1.00
(2) FD1 069 | 100
(3) FD2 042 044|100
(4) FD3 070 092] 048] 1.00
(5) CC -0.78 0.74 0.43 0.73 1.00
(6) GE -0.79 0.77 0.44 0.77 0.95 1.00
(HRQ 074 074 043 073| 092 095 1.00
(8) RL 081 076 044 076] 096 096 094 1.00
(9)PS 064 056 035] 055| 077 076 074 079 1.00
(10) VA 054 058| 031 055| 077 078 08l 080| 065| 1.00
(11) GS -0.54 0.41 0.13 0.44 0.58 0.56 0.54 0.58 0.48 0.50 1.00
(12) TO 031 028 059 035 036 037 039 035 042 014| 000 1.00]
(13)G 003 -0.08] -0.02] -008| -007| -004| -006] -0.07| -0.03| -008] -026| 0.07| 1.00]
Note: Autor’s calculation.
Tablo: 4
Estimation Results
Dependent Variable: Informal Economy (IE)
1 2 3 4 5 6
FbL 0.127%* 0.132%%* -0.132%** 0.119%** 0.129%** -0.143%**
(0.019) (0.022) (0.023) (0.022) (0.022) (0.020)
cc -2.000%**
(0.586)
-1.239%*
GE (0.529)
-3.107***
RQ (0.747)
-4,250%**
RL (0.431)
-1.889%**
PS (0.325)
0.209
VA (0.546)
Gs 0.438%** 0.445%** 0.447%%% 0.430%** 0.438%** 0.439%**
(0.051) (0.046) (0.046) (0.046) (0.041) (0.053)
10 -0.038%** -0.036%** -0.036™** -0.040%** -0.040%** -0.037%**
(0.009) (0.010) (0.010) (.009) (0.010) (0.009)
G -0.063 -0.063 -0.058 -0.056 -0.057 -0.067*
(0.036) (0.037) (0.040) (.037) (0.036) (0.037)
FD1* CC 0.027%
(0.014)
. 0.026*
FD1* GE 0.013)
0.023**
FD1* RQ (0.010)
. 0.052%%
FD1* RL ©0.017)
. 0.032
FD1* PS 0022)
-0.021%**
FD1* VA 0.004)
Countries 67 67 67 67 67 67
Observations 1072 1072 1072 1072 1072 1072
Adjusted R2 0.26 0.26 0.27 0.29 0.27 0.26
F-statistic 604.93 138.95 100.35 176.19 145.27 86.02
Prob > F 0.00 0.00 0.00 0.00 0.00 0.00

Note: Driscoll-Kraay robust standard errors are in parentheses. ***, **, * are significant levels at 1%, 5%, and 10%, respectively. Informal economy
(IE) is the dependent variable. FD1 is domestic credit to the private sector. The interaction refers to the interaction term between FD1 and institutional

variables.
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5. Empirical Results

Table 4 presents the analysis findings using six indicators of the institutions. In
regression 1, corruption control (CC); in regression 2, government effectiveness (GE); in
regression 3, regulatory quality (RQ); in regression 4, the rule of law (RL); in regression 5,
political stability and absence of violence (PS) and finally, in regression 6, voice and
accountability (VA) are used as the measure for institutional quality.

As expected, B, (the coefficient of FD) is negative and statistically different from
zero at the 1% level in all the models indicating that financial development decreases
informality. This finding is consistent with Berdiev and Saunoris (2016), who highlighted
the importance of financial development in reducing the size of the shadow economy.
Therefore, financial development incentives economic agents to operate in the official
economy and take advantage of easy access to credit.

Meanwhile, the coefficients for institutional quality indicators are negative and
significant in all the models except for VA. That is to say that better institutions are
associated with a smaller size of informality. Therefore, the development of institutional
frameworks leads firms and individuals to operate formally.

The results for the control variables are in line with our expectations. The sign for the
government spending is positive and significant at the 1% level in all the models implying
that a larger government increases informality. More government spending, possibly
resulting in higher taxes, could crowd out investment, distort resource allocation, and lead
to a much larger shadow economy.

Trade openness reveals a negative and statistically significant impact at the 1% level
in all the models, as would be expected. This finding suggests that higher trade openness
leads to a smaller informal economy. This result is in line with the findings of Schneider et
al. (2010). Finally, the growth of GDP per capita negatively affects the size of the informality
even though the coefficient is insignificant at conventional levels almost in the models
except for model 6. Thus, we do not observe clear evidence for the impact of growth on the
informal economy.

To evaluate the overall influence of financial development on informality, we focus
on the interactive terms between institutional indicators and financial development. The
positive coefficients of the interaction term imply that institutions and financial development
each have the maximum impact on the size of the shadow economy when the other variable
is at its lowest level. We can observe that almost all the coefficients of the interaction terms
are positive and statistically different from zero, regardless of the proxy for institutions
except for VA. These findings show a significant substitution effect between these variables.
Specifically, financial development has the largest impact on shadow economy operations
when institutional quality is the lowest. In other words, in the absence of a sound institutional
setup, financial development should diminish the negative impact of institutions on the
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formal economy and vice-versa. On the other hand, better institutions might mitigate the
negative effect of the low levels of financial development on informality. This substitution
effect could be because some of the tasks associated with efficient institutions are also
fulfilled by improvements in credit markets to decrease the shadow economy’s size and vice
versa. For example, economic agents might prefer to operate informally due to high
transaction and information costs in the presence of inefficient institutions. However, a well-
functioning credit market can alter their preferences by reducing these costs and thus
compensate for inefficient institutions' deficiencies.

Tablo: 5
Estimation Results with Alternative Financial Development Measure
(Liquid Liabilities)

Dependent Variable: Informal Economy (IE)
1 2 3 4 5 6
FD2 -.0131%** -.136%** -0.137 *** -0.118*** -0.130*** -0.171%**
(0.025) (0.028) (0.029) (0.025) (0.024) (0.033)
cc -2.382%**
(0.543)
-3.09%**
GE (0.818)
-5.018***
RQ (0.982)
-5.501***
RL (0.560)
-2.825%**
PS (0.532)
1.342%*
VA (0.618)
Gs 0.437*** 0.446*** 0.465*** 0.428*** 0.441%** 0.446%**
(0.053) (0.046) (0.046) (0.051) (0.046) (0.054)
To -0.039*** -0.039*** -0.038*** -0.043*** -0.047*** -0.038***
(0.013) (0.013) (0.013) (0.012) (0.014) (0.013)
G -0.049 -0.046 -0.041 -0.042 -0.044 -0.058
(0.035) (0.037) (0.039) (0.035) (0.034) (0.036)
FD2* CC 0.083%*
(0.010)
. 0.055%**
FD2* GE 0.007)
" 0.045***
FD2* RQ (0.010)
0.068***
FD2* RL 0.014)
. 0.051**
FD2* PS 0.022)
-0.041***
FD2* VA 0.012)
Countries 67 67 67 67 67 67
Observations 1072 1072 1072 1072 1072 1072
Adjusted R2 0.27 0.28 0.29 0.30 0.29 0.27
F-statistic 77.58 131.57 190.88 184.94 124.07 69.43
Prob > F 0.00 0.00 0.00 0.00 0.00 0.00

Note: Driscoll-Kraay robust standard errors are in parentheses. ***, **, * are significant levels at 1%, 5%, and 10%, respectively. Informal economy
(IE) is the dependent variable. FD2 is liquid liabilities (% of GDP). The interactions refer to the interaction term between FD2 and institutional
variables.

The estimations were conducted with two alternative financial development
measures for robustness checks: liquid liabilities (FD1) and deposit money bank assets
(FD2) as financial development indicators. The results of these estimations are presented in
Tables 5 and 6. These tables are organised in the same way as the previous tables. It can be
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observed that our results are robust to using different indicators of financial development
and conform to our benchmark findings. Financial development is more effective in tackling
informal economies in countries with low institutional quality. Similarly, efficient
institutions are more effective in decreasing informality size, whereas the financial sector is
inefficient. Therefore, they act as substitutes.

Tablo: 6
Estimation Results with Alternative Financial Development Measure

(Deposit Money Banks' Assets)

Dependent Variable: Informal Economy (IE)
1 2 3 4 5 6
FD3 -0.109%** -0.116*** -0.113%** -0.105%** -0.115%** -0.133***
(0.019) (0.020) (0.021) (0.020) (0.021) (0.019)
cc 2.491%**
(0.710)
2.294%%*
GE (0653)
-3.798***
RQ (1.042)
-4.830%**
RL (0.552)
-2.892%**
PS (0.459)
0.834
VA (0.557)
Gs 0.493%% 0.452% 0.445%%* 0.436%* 0.445% 0.4417%%
(0.058) (0.052) (0.051) (0.053) (0.048) (0.059)
T0 -0.048*** -0.048*** -0.047*** -0.051*** -0.055%** -0.047***
(0.008) (0.009) (0.009) (0.008) (0.009) (0.009)
G -0.061 -0.056 -0.053 -0.052 -0.051 -0.069*
(0.036) (0.038) (0.040) (0.037) (0.034) (0.038)
FD3* CC 0.038*
(0.011)
0.044***
FD3* GE (0.009)
N 0.033**
FD3*RQ (0.011)
0.060***
FD3* RL (0.014)
N 0.049%*
FD3* PS (0.018)
-0.029***
FD3* VA 0.007)
Countries 67 67 67 67 67 67
Observations 1072 1072 1072 1072 1072 1072
Adjusted R2 0.28 0.28 0.28 0.31 0.31 0.27
F-statistic 274.53 216.29 507.58 246.50 119.12 99.99
Prob > F 0.00 0.00 0.00 0.00 0.00 0.00

Note: Driscoll-Kraay robust standard errors are in parentheses. ***, **, * are significant levels at 1%, 5%, and 10%, respectively. Informal economy
(IE) is the dependent variable. FD3 is deposit money banks' assets (% of GDP). The interactions refer to the interaction terms between FD3 and
institutional variables.

This paper suggests that in a policy design to reduce informality, it is crucial to
identify whether the constraints stem from the financial or institutional framework and act
accordingly. Therefore, this analysis suggests how the shadow economy might be reduced
through the improved financial sector for countries with inefficient institutions. However, It
is also worth emphasising that this study does not suggest that financial development and
institutions act as perfect substitutes. Instead, it indicates that some of the beneficial effects
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of institutions on information and transaction costs may come from a well-functioning
financial sector.

6. Conclusion

Researchers discuss the phenomenon of the shadow economy and use several
indicators to determine the factors that drive individuals and corporates to participate in the
shadow economy. Of these, the impact of financial sector development and institutions on
the informal economy has received considerable attention in recent academic studies. This
paper exploits both these strands of the literature to explore if institutional quality has any
role in moderating the impact of financial development on the shadow economy. In other
words, we investigate if financial development and institutional quality work as substitutes
for reducing informality. Assessing this relationship is important in determining the most
appropriate resource allocation between these two factors. In a policy design to reduce the
shadow economy size, it is crucial to identify whether the constraints stem from the financial
or institutional framework and act accordingly.

This paper analyses the interactive effect of financial development and institutions
on the shadow economy using data from 67 developing countries from 2002-2017. Results
show that financial development impacts informal economy operations most when the
institutional quality is the lowest. In other words, in the absence of a sound institutional
setup, financial development mitigates the negative impact of institutions on the formal
economy. On the other hand, a higher level of institutional quality is more effective in
combating shadow economies in countries where the financial sector is less developed. More
specifically, financial development and institutions work as substitutes in reducing
informality.

Overall, this analysis provides evidence of how the shadow economy might be
reduced through development in the financial sector for countries with inefficient
institutions. Ultimately, we can propose two main policy recommendations based on this
article. Firstly, countries with low institutional quality can use their resources in favour of
financial development to combat informal economies. Secondly, in the markets of countries
that are not yet financially developed, the size of the informal economies can be reduced by
giving higher priority to institutions in using resources. The main reason behind this
substitution effect may be that some of the duties associated with institutions are also
fulfilled by financial development to combat informality and vice versa. For example,
individuals and corporates might prefer to engage in underground activities because of the
high transaction and information costs in the absence of sound institutions. However, a well-
functioning credit market can change their preferences by reducing these costs and thus
compensate for the deficiencies of inefficient institutions.

However, it is also worth emphasising that this study does not claim that financial
development and institutions are perfect substitutes. Instead, it suggests that institutions’
beneficial effects on information and transaction costs may come from a well-functioning
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banking sector. Although this study may offer a few policy recommendations for the
macroeconomic framework, it does not propose any precise microeconomic instruments for
how the quality of institutions relates to the linkage between the shadow economy and
financial development. There is a need for further analysis of individuals and firms in
deciding whether to operate informally. Future work might consider this relationship at
microeconomic levels.
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Abstract

In today's day and age, there is a new world comprised of novel terms like virtual reality,
virtual environment or virtual worlds. Virtual worlds allow participants to buy and sell virtual goods
and services using virtual currency. Therefore, virtual world transactions bring large amounts of
income. In countries that have adopted the recommendations of OECD and G20 countries, tax
regulations have begun to be made on the subject. The study aims to discuss the taxation problems
arising due to the incredible number of users spending time in virtual game worlds. In the study,
Turkish and US tax regulations were examined. The study shows that virtual worlds are getting closer
to the real world, there is a transition towards the meta-universe, people earn income in these
environments, and there are differences between countries in the taxation of these incomes.

Keywords . Virtual Worlds, Virtual Game Worlds, Taxation of Virtual Values,
Second Life, Metaverse.
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Oz

Cagimizda sanal gergeklik, sanal ortam veya sanal diinyalar gibi yeni terimlerden olusan yeni
bir diinya vardir. Sanal diinyalar, katitlimcilarin sanal para birimini kullanarak sanal mal ve hizmet alip
satmasina olanak tanir. Bu nedenle sanal diinya iglemleri biiyiik miktarda gelir getirmektedir. OECD
ve G20 iilkelerinin tavsiyelerini benimseyen iilkelerde konuyla ilgili vergi diizenlemeleri yapilmaya
baglanmistir. Caligmanin amaci, inanilmaz sayida kullanicinin sanal oyun diinyalarinda vakit
gecirmesinden kaynaklanan vergilendirme sorunlarini tartismaktir. Calismada Tiirk ve ABD vergi
mevzuatlari incelenmistir. Caligma, sanal diinyalarin gergek diinyaya yaklagtigini, meta-evrene dogru

bir ge¢is oldugunu, insanlarin bu ortamlarda gelir elde ettigini ve bu gelirlerin vergilendirilmesinde
tilkeler arasinda farkliliklar oldugunu gostermektedir.

Anahtar Sozciikler . Sanal Diinyalar, Sanal Oyun Diinyalar1, Sanal Degerlerin
Vergilendirilmesi, Second-Life, Metaverse.
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1. Introduction

Max Headroom, a 1980s television show, started its broadcast by using the slogan
""20 Minutes to the Future". The plot of the show followed the life of a reporter named Edison
Carter, who succeeded in creating a computer-generated alter ego named Max Headroom.
As a digital product, Max could travel to the future and chat with people like himself, thanks
to computer systems.

Max Headroom is no longer science fiction but today's reality. The commercial
development of the Internet in the mid-1990s led to the embracement of networked computer
systems spanning the globe (Switzer & Switzer, 2014: 1).

Virtual environments are technically developed from text-based internet chat rooms
via Massively Multiplayer Online Games (MMOG) for X-Box and Play-station, MultiUser
Dimension (MUD) and Massively Multiplayer Online Role-Playing Games (MMORPG)
such as World of Warcraft and Lord of the Rings Online. The game element in these
examples is very important. Future self-written virtual environments are not games but
instead emphasise the creative, analytical, educational, and practical. In 1938, the French
writer Antonin Artaud defined theatre as a virtual reality in which characters, objects,
images, and everything that makes up the virtual reality of theatre generally evolves. The
mobile phone and laptop have already started the wave of decentralisation that heterotopic
sandboxes will further enable. The market for apps for Apple and Android devices has also
led to the ever-growing trade in virtual goods. More importantly, the virtual goods market
in the metadatabase brings people closer to Nelson's original idea of a decentralised internet
where the producers are equal. In Nelson's understanding, reusing an item or object would
carry a reference to the source and therefore allow free use of the ‘works' while protecting
the author’s copyright (Hagerty, 2012: 97-99).

Virtual worlds without a specific plot can be seen on platforms such as Second Life,
The Sims Online, and There. For instance, the owner of the game Second Life, Linden Lab,
provides the fundamental setting, whilst users produce the great majority of the world's
content. Virtual worlds offer a platform for any real-world activity. Real-world companies
use the virtual world to promote their products. Second Life has attracted significant
investment. For instance, Mazda debuted its Hakaze concept car in Second Life in early
2007 before doing so in reality. People who engage in virtual worlds often pay to participate,
and many are there to entertain themselves. However, players frequently obtain in-game
goods like virtual currency, gear, or weaponry, even when playing structured games. Some
players will transfer such an item globally in exchange for actual cash. Many goods have
discernible valuations as a result of such actual market transactions. These values can get
relatively high. Some people support themselves by playing video games, utilising their
online personas to gain valuable virtual goods, and then reselling them, usually on auction
sites. Can someone who earns their income by conducting online auctions of virtual property
be taxed on these profits? Is the value of an item an avatar finds or wins taxable to the owner?
And is any increase in the value of an item that the player exchanges with another player in-
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game (for another item or virtual money) subject to taxation? These questions are important
when considering tax revenues (Lederman, 2007: 1621-1623).

Taxing economic transactions within virtual worlds is a problem for revenue
administrations. Given that some virtual world economies are equivalent to some countries'
economies, the problem could be exacerbated. Revenue administrations want to collect taxes
on all kinds of earnings. However, the emergence of powerful internet platforms has affected
the ability of revenue administrations to tax corporate profits. Transfer prices in virtual
economic activities lead to a decrease in the tax revenues of governments. The development
of virtual commerce also affects the tax collection powers of tax authorities. Due to the
difficulty of determining tax transactions in certain geographical regions, the tax base on
large internet platforms is also decreasing. The current situation led the states to think about
the taxation of transactions and earnings in virtual economic environments, and discussions
were held on this issue. This study will discuss the features of virtual worlds, virtual
economic transactions, and taxation ways of the earnings resulting from these transactions.
In addition, the virtual economic activities of the USA and Turkey will be examined and
analysed in terms of tax regulations.

2. The Aspects of Virtual Worlds

Virtual worlds are computer-simulated spaces that emerged in the 1970s. They
initially appeared with text-based games. Virtual games are generally tabletop games in
which users act. Emerging virtual game worlds are multi-user, real-world simulation spaces.
Some technologists predict that in the future human beings will live entirely in these worlds.
These worlds are now described as metaverses. With projects such as The Sandbox and
Decentraland, worlds are being created where users can communicate with each other and
use virtual money (Brooks, 2022).

Virtual game users represent themselves in these places with their avatars. Users are
often eager to create a digital identity with a younger version of themselves. They can change
the look of their avatar with a few commands. According to studies, there is a deep
connection between the user and the avatar. Most people create avatars that are
representations of their identity, gender, and ethnicity. The game's avatars evolve, grow, and
change as the player plays. Virtual artefacts that are exchanged or won are used for most of
this exchange. Virtual artefacts can be anything from a hairstyle or a change of shoes or
lands and the entire planet (Hagerty, 2012: 97-99). Virtual world participants participate in
the game by accepting the terms of service and the issues specified at the end user
agreements before entering this game world.

Virtual worlds are divided into structured and unstructured. In structured virtual
worlds, game makers devise stories and goals for game participants. These worlds often
contain adventures. Most of them participate in the game with their avatars, defeat their
enemies and earn points. Structured worlds are endless. To preserve the subscriber count of
a virtual game world, the game developers constantly update the game by installing patches.
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Thus, they expand the boundaries of the game and introduce new game features. In such a
case, subscribers must purchase a separate expansion pack or sequel. The Entropia Universe,
World of Warcraft, Ultima Online, Final Fantasy XI, and Everquest series are structured
worlds.

Unstructured virtual environments lack a predefined plot. Avatars start the game by
accepting the rules and are allowed to move freely. They are not generally seen as a game
world but as an environment that provides socialisation. Some worlds are places where real-
world products are marketed. Second Life, There, Kaneva, and Habbo Hotel are examples
of unstructured virtual worlds. (Chung, 2008: 736-737).

The most significant potential of virtual games is the decentralisation of markets for
the production, ownership, and exchange of digital assets, as well as the conversion of
players' virtual time, effort, and earnings into disposable income in the real world. The game
world has an infrastructure that offers significant opportunities and wealth to the best
players. The top players may qualify as top athletes, hold salaried team positions, take home
tournament prizes, or handle sponsorship negotiations. Other players can earn money from
their live streams by playing video games on streaming services like Twitch or YouTube
Gaming.

Since they have overtaken linear TV, entertainment on demand, cinema, and music
to become the most extensive media category in the world, virtual game worlds have also
developed several characteristics. Most game-based economic activities are now centralised,
giving game developers and publishers complete control over everything that occurs in their
creations. Sales of in-game products, digital goods, and subscriptions produce billions of
dollars as players become professionals in online gaming.

Individuals must have faith in the robustness and soundness of their digital assets and
products if they spend considerable time, attention, and personal investment in digital
environments. Early examples demonstrate that blockchain technology, which uses
cryptography to establish digital trust and a decentralised store of value, can accomplish this.

Blockchain technology is used in many sectors, including the arts and banking.
Blockchain technology is the foundation for value generation in games obtained through
play, including non-fungible tokens (or NFTs). A unique, immutable digital asset is the
subject of a digitally secured property claim known as NFT (Non-Fungible Token). NFTs
can take on various shapes in virtual environments, including avatars, products, scenery, and
cosmetic modification options like digital apparel. People who excel at the game can "win"
the most valuable items and sell them for real money on their terms.

The key novelty in these digital assets is their decentralised integrity and security,
which for the first time, can go beyond traditional ownership, custody control, and discretion
of a firm or even government. For example, in-game resources can be sold for free on in-
game and non-game markets rather than relying on publishers' or third parties' permissions
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or rules. The potential of play-to-win games in creating a new economy has been highlighted
by several communities that have surfaced recently. The video game "Axie Infinity”
demonstrates that this is more than a witless idea. In a few months, the game's daily active
user base increased from 4,000 to 2 million, with the Philippines and Venezuela seeing the
most significant growth. The money that participants in these Global South nations can make
online is significantly more valuable to them than what their local physical economies can
provide. Virtual games have yet to completely and naturally eliminate the centralisation
within them. They still require the game publisher's authority to define, publish, and restrict
the asset traded as an NFT. The potential for decentralising markets for the creation,
ownership, and exchange of digital assets, as well as the potential for situations where
players can convert their digital time, effort, and earnings into disposable income in the real
world, are the most significant promises made by play-to-play games (Hall & Lentz, 2021).

Virtual worlds are creative economies of which we know and ponder their
possibilities. Still, as of this moment, their role in any future real-world economy needs to
be clearly defined. The presentation of available economic data (for trade secrecy) is often
incomprehensible and not open to easy analysis, but what is clear is that a significant
economy exists. For example, a Forbes report on Linden Lab's Second Life stated that "the
25 largest residents of the virtual world collectively earned $12 million™ in 2009. The rise in
virtual world economies shows that tax authorities must proactively address emerging
issues.

Second Life is a metadata store. It is a 3D graphics environment developed by San
Francisco-based software firm Linden Labs. It is accessible via the web and allows many
simultaneous users to interact. An avatar that can walk, fly, drive, and teleport into virtual
settings and engage in various activities represents each user graphically. One of the newest
and most well-liked systems for metadatabases, it provides for both synchronous and
asynchronous communication as well as dynamic alteration of the virtual environment
through the possibility for all users to build there. It constantly changes as avatars engage
with the Second Life world and one another. Residents can acquire land, construct homes
and businesses, and sell their goods to other program participants, all for free. Second Life
was released in 2003 (Alrayes & Sutcliffe, 2011: 4). Second Life's content platform,
Seraph