= Sosyoekonomi

Refereed
Quarterly

Vol. 30(54) October 2022

ISSN 1305-5577

Editor-in-Chief
Ahmet Burgin YERELI

Co-Editors-in-Chief
Emre ATSAN

Mehmet Fatih CAPANOGLU
Ali Gékhan GOLCEK

Editorial Board

Hale AKBULUT

Baris ALPASLAN

Emre ATSAN

Hakan AY

Mehmet Fatih CAPANOGLU
Basak DALGIC

Burcu FAZLIOGLU

Ali Gékhan GOLCEK
Sevilay GUMUS-OZUYAR
Egemen IPEK

Fatih KALECI

Tuncay KARA

Anna KIZILTAN

Mustafa KIZILTAN

Altug Murat KOKTAS
Zuhal KURUL

Asli Ceren SARAL

Isil Sirin SELCUK

Aysen SIVRIKAYA

mmmlemmrpmmnmmum and Employment:
mmn of Youth and Total Employment using Panel VAR Approach and Causality Analysis

The Effect of Cultural Descriptive Norms on Financial Systems: A Cross-Cultural Analysis
Mert AKTAS & Filiz BOZAGAL & Omir SALTIK

What Defines the mmwrm Case of Higher Education in Kyrgyzstan
Seyil NAIMUDINOVA & Rita A & Zarmira OSKONBAEVA

The M g Role of O Cynicism on the ip and Job Per
A Research on Teachers .

Ruldye CAN-YALGIN & Yurus GOKMEN & Haluk ERDEM & Utk TUREN

The Effect of Ma ‘Overconfidence who have Made Mergers and Acquisitions on the Firm Value

Reyhan CAN & Hatice Isn DIZDARLAR
On Opﬂnal Toll Design for Bosporus Crossings

Gzgdn EXIC
An Investigation of The Effect of Social Media g and on Firm
with The Technology Acceptance Model
Murat KLIRNUE & Dusan GUZEL
Do Trade Agreements and Unions Create Clusters in Global International Trade?
Ayse SEVENCAN & Cadgn Levent LISLL

Financial Failure Risk - Firm Value Nexus: Evidence from The
Erding KARADENIZ & Omer ISKENDEROGLU & Cemile OCEK

An Empirical Study on the Determinants of the Capital Structure in Turkish Textile and Apparel Firms
Ersan ERSOY

Validity of Okun Law in Agricultural Sector in Turkey: ARDL Bounds Test Approach
Mustafa YILMAZ & Ahmet Tayfur AKCAN

The Impact of Bank-Specific and Macroeconomic Factors on the Capital Structure of Banks
Semira HASSEN-ALI & Hiseyin DAGL! & Sara FAEDFAR & Ayten TURAN-KLIRTARAN

gm}m?mm@mmmmmgcmumgm.uwmmm

pean Lodging C

‘Gegici Koruma Altinda nan Suriye Uy 35 Tiirk Vergi ly Bir Oigek 5 C
Ismail CIGERCI & Rabia Tugba EGMIR

Ti Ci _ﬁlk A Siteferi | ] Yonelik Bir Uygulama
Musa TURKOGLU & Gilhan DURAN & Serdar YETISEN

1: Esnafa Yonelilk Bir Aragtirma
|brdhm'| CUTCU Yunus I.IC & Geizde MERAL

Yenililc ve Biyiime itigki: Panel Eg sme ve Panel Analizi
Gékhan DEMIRTAS & Sute Yiksel CAKIRCA

Miizalereci ve Esitlilci El 1y
OECD Ulkeleri Uzerine Kuliip Yalunsama Analizi
Aykut YAGLIKARA & Bersu BAHTIYAR
w Tu'k Lirasimin [DTL) Kullamim Kabulu:

i Kabul Modeli [TKM|] ve Planh Davram;‘l'lnrld {PDT] w:ﬁmﬂ
Gokhan MIRTAS & Suie Yiksel CAKIRCA

Erzurum'da Konut Fiyatlanna Etki Eden 6 t Analiz yla B
Cansu GULLER & Clgdem VAROL

Eriten Modern Dénem Osmanh Devieti ve Avrupa'da Enflasyon
Kamil Knang KARAMAN & Segit YILDIRIM-KARAMAN

w Yalcah Calsanlann l;;len Aynima Egilimleri ve Psikolojik Sermaye iliskisinde Calisan lyi Olma Halinin Araci Rolu:
Hhr[%MIREL & Ozge TAYFUR-EKMEKC]

BIST 100 i Etkisi

Ayse ERGIN-UNAL & Serkan mst‘mmvet HEvBEL

Ekonomik Girvenlik ve Toplumsal Givenlik Bag: Gogin Gir
Fransa “Ulusal Cephe” Partisi Ornegi
Blifent SENER & Seyma UZUN

igsizlige OECD Ulieleri Uzerine Panel Veri Analizi

Temel Ma F
Aylin ALKAYA & Perinan ISIK
—

— 1] 1) { | —

ULAKBIM




=

SOSYOEKONOMi

SOSYOEKONOMIi

Peer-Reviewed, Scientific, Quarterly Hakemli, Bilimsel, Siireli

Sosyoekonomi Society Sosyoekonomi Dernegi
October 2022, Vol. 30(54) ISSN 1305-5577
www.sosyoekonomijournal.org

Publisher / Derginin Sahibi : On Behalf of Sosyoekonomi Society /

Editor-in-Chief / Yayim Kurulu Baskan Sosyoekonomi Dernegi Adina

(Sorumlu Yaz fsleri Miidiirii) Ahmet Bur¢in YERELI
editor@sosyoekonomijournal.org

Co-Editors-in-Chief / . Emre ATSAN 5

Yaym Kurulu Bsk. Yrd. Mehmet Fatih CAPANOGLU

(Sorumlu Yaz fsleri Miidiir Yrd.) Ali Gokhan GOLCEK
info@sosyoekonomijournal.org

Title of Journal / : Sosyoekonomi Journal

Yayinin Adi Sosyoekonomi Dergisi

Type of Journal / : Periodical

Yaymn Tiirii Yaygin, Siireli Yayin

Frequency and Language / : Quarterly, English & Turkish

Yayinin Sekli ve Dili 3 Aylik, Ingilizce & Tiirkge

Directori.al Address / : Sosyoekonomi Dernegi, Cihan Sokak, 27/7

Yaymnin Idare Adresi 06430 Sihhiye / ANKARA

Tel: +90 3122294911
Fax: +90 312 230 76 23

Printing House / : Songag Yaymcilik Matbaacilik Reklam San. Tic. Ltd. $ti.

Basim Yeri Istanbul Caddesi, Istanbul Carsisi, 48/48, Iskitler / ANKARA
Tel: +90 312 341 36 67

Place and Date of Print / : Ankara, 31.10.2022

Basim Yeri ve Tarihi

Abstracting-Ranking-Indexing / : Emerging Sources Citation Index (ESCI), Tiibitak - ULAKBIM

Dizin TR Dizin, EconLit, EBSCO, SOBIAD, ProQuest, RePEc

(Research Papers in Economics), IDEAS, EconPapers.

Bu derginin her zirlii yayim ve telif hakk: Sosyoekonomi Dergisi ne aittir. 5846 sayi/: Fikir ve Sanat Eserleri Kanunu
hiikiimlerine gore, fotokopi, dijital ve benzeri yontemlerie herhangi bir boliimii veya tamami Dergi Sahibinin veya Yayin Kurulu
Bagkanmmn izni olmadan basilamaz ve ¢ogalnilamaz. Bilimsel etik kurallarina uygun olmayan alinti yapilamaz. Dergide
yayimlanan makalelerin fikri sorumlulugu yazarlara aittir.

©2022



Editorial Board / Yaym Kurulu

Ahmet Burgin
Emre
Mehmet Fatih
Ali Gékhan
Hale

Barig

Hakan

Basak

Burcu
Sevilay Ece
Egemen

Fatih

Tuncay

Anna
Mustafa
Altug Murat
Zuhal

Asli Ceren
Is1l Sirin
Aysen

YERELI
ATSAN
CAPANOGLU
GOLCEK
AKBULUT
ALPASLAN
AY

DALGIC
FAZLIOGLU
GUMUS-OZUYAR
IPEK
KALECI
KARA
KIZILTAN
KIZILTAN
KOKTAS
KURUL
SARAL
SELCUK
SIVRIKAYA

Hacettepe University, Tiirkiye

Nigde Omer Halisdemir University, Tiirkiye
Hakkari University, Turkiye

Nigde Omer Halisdemir University, Tiirkiye
Hacettepe University, Tiirkiye

Social Sciences University of Ankara, Tirkiye
Dokuz Eyliil University, Tiirkiye

Hacettepe University, Tiirkiye

TOBB University of Economics and Technology, Tiirkiye
Necmettin Erbakan University, Tiirkiye
Tarsus University, Tiirkiye

Necmettin Erbakan University, Tiirkiye
Hakkari University, Tirkiye

Onbes Kasim Kibris University, Tiirkiye
Hacettepe University, Tiirkiye

Necmettin Erbakan University, Tiirkiye
Hacettepe University, Tiirkiye

Ankara University, Tiirkiye

Bolu Abant izzet Baysal University, Tiirkiye
Hacettepe University, Tiirkiye

Editorial Advisory Board / Uluslararasi Damigsma Kurulu

Tekin
Abdilahi
Nunzio
Shafiul
Necmiddin
Elshan

Serdal
Alparslan Abdurrahman
Caterina
Matthias
Omer
Aleksandra
Jafar
Mubariz
Katsushi
Kamalbek
Aysegiil
King Yoong
Adalet
Mehmed
Joaquin
Maria Paola
Ugur

M. Mahruf C.
Biagio
Joseph

Bican

Nevzat
Mustafa Erding
Furkan

Ayse Yasemin
Kasirga

AKDEMIR
ALI
ANGIOLA
AZAM
BAGDADIOGLU
BAGIRZADEH
BAHCE
BASARAN

DE LUCIA
FINGER
GOKCEKUS
GORECKA
HAGHIGHAT
HASANOV
IMAI
KARYMSHAKOV
KAYAOGLU-YILMAZ
LIM
MURADOV
MURIC
NAVAL
RANA
SADIOGLU
SHOHEL
SIMONETTI
SZYLIOWICZ
SAHIN
SIMSEK
TELATAR
TUZUN
YALTA
YILDIRAK

Ankara Yildirim Beyazit University, Tiirkiye
University of Salford, United Kingdom
University of Foggia, Italy

Aberystwyth University, United Kingdom
Hacettepe University, Tiirkiye

Azerbaijan State University of Economics, Azerbaijan
Ankara University, Tiirkiye

Hacettepe University, Tiirkiye

University of Foggia, Italy

Ecole Polytechnique Fédérale de Lausanne, Switzerland
Seton Hall University, U.S.A.

Warsaw University of Life Sciences, Poland
University of Tabriz, Iran

Okan University, Tirkiye

University of Manchester, United Kingdom
Kyrgyz-Turkish MANAS University, Kyrgyzstan
Istanbul Technical University, Tiirkiye

Xi’an Jiaotong-Liverpool University, P.R. China
Azerbaijan State University of Economics, Azerbaijan
University for Peace, Serbia

University of Girona, Spain

University of Salford, United Kingdom
Hacettepe University, Tiirkiye

Aberystwyth University, United Kingdom
Universita degli Studi del Sannio, Italy
University of Denver, U.S.A.

Hacettepe University, Tiirkiye

Dokuz Eyliil University, Tiirkiye

Okan University, Tiirkiye

Social Sciences University of Ankara, Tiirkiye
Hacettepe University, Tiirkiye

Hacettepe University, Tiirkiye



Referees of This Issue / Bu Saymin Hakemleri

Fatih

Hale

Veli

Seval

Barig

Ali

Shihomi
Giirdal
Turan
Hakan
Yasar
Mehmet
Tayfur

Seda
Amalendu
Hakan

Anil

Eda

Bagak
Mustafa Kadir
Haydar Liitfu
Ramazan
Saban

Sitk1 Deger
Aydanur
Ilkay
Sevilay Ece
Tugay

Fatih
Yiiksel

Itir

Egemen
Mahmut Sami
Sinem Giiler
Selim
Natalya
Yusuf
Altug Murat
Handan
Azamat
Seyil

Kutay
Kamil

Isil Fulya
Barig

Ercan

Mutlu Basaran
Selcen
Metin

Is1l Sirin
Ayse
Selami
Aysen
Yakup

Erol

Aysu

Tolga
Hidayet Gizem
Harun
Serdar
Barig Erkan
Eda

Emine

AKBAYIR
AKBULUT
AKEL
AKSOY-KURU
ALPASLAN
ALTINER
ARA-AKSOY
ASLAN
ATILGAN

AY

AYYILDIZ

BAS

BAYAT
BAYRAKDAR
BHUNIA

BILIR
BOZ-SEMERCI
BOZKURT
DALGIC
DOGAN

EJDER

EKINCI
ERTEKIN
ERYAR
GACENER-ATIS
GULER
GUMUS-OZUYAR
GUNEL

GUZEL

ILTAS

IMER

IPEK

ISLEK
KANGALLI-UYAR
KAYHAN
KETENCI
KILDIS
KOKTAS
KUMAS
MAKSUDUNOV
NAJIMUDINOVA
OKTAY
ORHAN

ORKUNOGLU-SAHIN

OZDAL
OZEN
OZTURK
OZTURK
SAGLAM
SELCUK
SEVENCAN
SEZGIN
SIVRIKAYA
SOYLEMEZ
TEKIN
UGURLAR
ULUSOY
UNLU-OREN
YAKISIK
YAMAN
YAZICI
YESIL
YONEY

Karamanoglu Mehmetbey University
Hacettepe University

Erciyes University

Balikesir University

Social Sciences University of Ankara
Recep Tayyip Erdogan University
Hacettepe University

Izmir Katip Celebi University

Ege University

Dokuz Eyliil University

Bolu Abant izzet Baysal University
Ankara Hac1 Bayram Veli University
Inénii University

Kirikkale University

Kalyani University

Turkish Competition Authority
Hacettepe University

Atatiirk University

Hacettepe University

Ankara University

Ankara Hac1 Bayram Veli University
{zmir Bakirgay University

Aydin Adnan Menderes University
{zmir University of Economics

Ege University

Ankara Haci Bayram Veli University
Necmettin Erbakan University
Cukurova University

Kirgehir Ahi Evran University
Kirgehir Ahi Evran University
Hacettepe University

Tarsus University

Eskisehir Osmangazi University
Pamukkale University

Necmettin Erbakan University
Yeditepe University

Dokuz Eyliil University

Necmettin Erbakan University
Pamukkale University
Kyrgyz-Turkish MANAS University
Kyrgyz-Turkish MANAS University
Kastamonu University

Pamukkale University

Ankara Haci Bayram Veli University
Bursa Uludag University

Usak University

Nigde Omer Halisdemir University
Hacettepe University

Ondokuz Mayis University

Bolu Abant izzet Baysal University
Yeditepe University

Anadolu University

Hacettepe University

Zonguldak Biilent Ecevit University
Kastamonu University

Van Yiiziincii Y1l University
Kastamonu University

Siileyman Demirel University
Cankir1 Karatekin University

Sirnak University

Istanbul Nisantag1 University
Kirikkale University

Harran University



Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Research
Article

Author(s)

Selda GORKEY

Mert AKTAS
Filiz BOZAGAC
Omiir SALTIK

Seyil NAJIMUDINOVA
Rita ISMAILOVA
Zamira OSKONBAEVA

Rukiye CAN-YALCIN
Yunus GOKMEN
Haluk ERDEM

Ufuk TUREN

Reyhan CAN
Hatice Isin DIZDARLAR

Ozgiin EKICI

Murat KURNUC
Dilsad GUZEL

Ayse SEVENCAN
Cagn Levent USLU

Erding KARADENIZ
Omer ISKENDEROGLU
Cemile OCEK

Ersan ERSOY

Mustafa YILMAZ
Ahmet Tayfur AKCAN

Semira HASSEN-ALI
Hiiseyin DAGLI
Sara FAEDFAR

Content

Title pp.
Executive Summary 6
Edit6riin Notu 8

The Dynamic Relationship between Technological Change and
Employment: A Comparison of Youth and Total Employment using Panel
VAR Approach and Causality Analysis

Teknolojik Degisme ve Istihdam Arasindaki Dinamik Iligki: Geng Istihdami

ile Toplam Istihdamin Panel VAR ve Nedensellik Analizleri ile

Karsilastiriimasi

The Effect of Cultural Descriptive Norms on Financial Systems: A Cross-
Cultural Analysis 35

Kiiltiirel Tanimlayict Normlarin Finansal Sistemler Uzerindeki Etkisi:
Kiiltiirleraras1 Bir Analiz

What Defines the University Choice? The Case of Higher Education in
Kyrgyzstan 53

Universite Tercihinin Belirleyenleri? Kirgizistan Yiiksekégretim Ornegi

The Mediating Role of Organisational Cynicism on the Relationship
Between Technostress and Job Performance: A Research on Teachers

. . .. 7
Teknostres ve Is Performans: Iligkisinde Orgiitsel Sinizmin Aracilik Rolii: 3
Ogretmenler Uzerinde Bir Calisma
The Effect of Managers’ Overconfidence who have Made Mergers and
Acquisitions on the Firm Value 101
Birlesme ve Satin Alma Gergeklestiren Firma Yoneticilerinin Agir1 Giiven
Davraniglarinin Firma Degeri Uzerine Etkisi
On Optimal Toll Design for Bosporus Crossings 121
Bogazici Gegisleri igin Optimal Gegis Ucreti Tasarimi Uzerine
An Investigation of The Effect of Social Media Marketing and Innovation
on Firm Performance with The Technology Acceptance Model 145
Isletme Performans1 Uzerinde Sosyal Medya Pazarlamasi ve Inovasyonun
Etkisinin Teknoloji Kabul Modeli ile Birlikte incelenmesi
Do Trade Agreements and Economic Unions Create Clusters in Global
International Trade? 165
Ticaret Anlagmalar1 ve Guimriik Birlikleri Uluslararas: Ticarette Kiimelesmeye
Neden Oluyor Mu?
Financial Failure Risk - Firm Value Nexus: Evidence from The European
Lodging Companies 179
Finansal Basarisizlik Riski Firma Degeri Oriintiisii: Avrupa Konaklama
isletmelerinden Kanitlar
An Empirical Study on the Determinants of the Capital Structure in
Turkish Textile and Apparel Firms 199
Tekstil ve Hazir Giyim Firmalarinda Sermaye Yapisinin Belirleyicileri
Uzerine Ampirik Bir Calisma
Validity of Okun Law in Agricultural Sector in Turkey: ARDL Bounds
Test Approach 215
Tiirkiye’de Tarim Sektoriinde Okun Kanununun Gegerliligi: ARDL Sinir Testi
Yaklagimi
The Impact of Bank-Specific and Macroeconomic Factors on the Capital
Structure of Banks 995

Bankaya Ozgii ve Makroekonomik Faktorlerin Bankalarin Sermaye Yapist

Ayten TURAN-KURTARAN  Uzerine Etkisi



Research

Artiole Sivar CANPOLAT

Research ismail CIGERCI
Article  Rabia Tugba EGMIR

Musa TURKOGLU
Gulilhan DURAN
Serdar YETISEN

Research
Article

ibrahim CUTCU
Yunus KILIC
Gozde MERAL

Research
Article

Research Goékhan DEMIRTAS
Article  Sule Yiiksel CAKIRCA

Research Aykut YAGLIKARA
Article  Bersu BAHTIYAR

Research

. Yavuz TORAMAN
Article

Research Cansu GULLER
Article  Cigdem VAROL

Research Kamil Kivang KARAMAN
Article  Segil YILDIRIM-KARAMAN

Research Hilal DEMIREL
Article  Ozge TAYFUR-EKMEKCI

Ayse ERGIN-UNAL
Serkan NAS
Miirvet HEYBELI

Research
Article

Research Biilent SENER
Article  Seyma UZUN

Research Aylin ALKAYA
Article  Perihan ISIK

Notes for Contributors

Yazarlara Duyuru

Modelling of the Weighted Average Funding Cost of the CBRT: LNV-
ARMA Approach

TCMB Agirlikli Ortalama Fonlama Maliyetinin Modellenmesi: LNV-ARMA
Yaklagimi

Gegici Koruma Altinda Bulunan Suriye Uyruklu Kisilerin Tiirk Vergi
Sistemine Uyumu: Bir Olgek Gelistirme Calismasi

A Scale Development Study on Compliance of Syrian Persons Under
Temporary Protection with The Turkish Tax System

Tiiketicilerin A¢ik Artirma Siteleri Hakkindaki Tutumlarim Belirlemeye
Yonelik Bir Uygulama

An Application on Determining the Consumers' Attitudes Towards Auction
Sites

Ekonomi Okuryazarhg:: Esnafa Yoénelik Bir Arastirma
Economic Literacy: A Study on Tradespeople

Yenilik ve Ekonomik Biiyiime Arasindaki iliski: Panel Esbiitiinlesme ve
Panel Nedensellik Analizi

The Relationship Between Innovation and Economic Growth: Panel
Cointegration and Panel Causality Analysis

Miizakereci ve .Esitlikcipemokrasinin Ekonomik Biiyiime Uzerindeki
Etkisi: OECD Ulkeleri Uzerine Kuliip Yakinsama Analizi

The Impact of Deliberative and Egalitarian Democracy on Economic Growth:
A Club Convergence Analysis on OECD Countries

Dijital Tiirk Lirasimn (DTL) Kullanim Kabulii: Teknoloji Kabul Modeli
(TKM) ve Planh Davrams Teorisi (PDT) Cercevesinde incelenmesi

User Acceptance of Digital Turkish Lira (DTL): Investigation in the
Framework of Technology Acceptance Model (TAM) and Planned Behaviour
Theory (PBT)

Erzurum’da Konut Fiyatlarina Etki Eden Faktorlerin Hedonik Analiz
Yardimiyla Belirlenmesi

Determining the Factors Affecting House Prices in Erzurum Using Hedonic
Analysis

Erken Modern Donem Osmanh Devleti ve Avrupa’da Enflasyon
Inflation in the Early Modern Ottoman Empire and Europe

Mavi Yakah Cahsanlarin isten Ayrilma Egilimleri ve Psikolojik Sermaye
iliskisinde Cahsan iyi Olma Halinin Araci Rolii: Mobilya Sektorii
Uzerine Bir Alan Arastirmasi

The Mediating Role of Employee Well-Being on Linkage Between Turnover
Intention of Blue-Collar Employees and Psychological Capital: A Field Study
in The Furniture Industry

Secilmis Makroekonomik Degiskenler ve Beklenti Endekslerinin BIST
100 Endeksi Uzerine EtKisi

The Effect of Selected Macroeconomic Variables and Expectation Indices on
the BIST 100 Index

Ekonomik Giivenlik ve Toplumsal Giivenlik Baglaminda Uluslararasi
Gogiin Giivenliklestirilmesi: Fransa “Ulusal Cephe” Partisi Ornegi
Securitisation of International Migration in the Context of Economic and
Societal Security: The Case of the “Front National” Party of France

Temel Makroekonomik Faktérler ve Niifusun Issizlige Etkileri: OECD
Ulkeleri Uzerine Panel Veri Analizi

The Effects of Macroeconomic Factors and Population on Unemployment:
Panel Data Analysis on OECD Countries

243

257

269

291

313

335

357

377

401

421

443

467

497

536
537



Executive Summary

Our journal aims to reveal more current, higher quality and more original research studies and to publish
them in the light of accurate publishing principles. In our 30" volume, 54" issue, we present twenty-five studies
that included socioeconomic-based findings and reviews, which broadly the case contain research papers. Research
papers provide a clear contribution to knowledge in the field with solid theoretical and/or methodological support
and provide a critical, concise, comprehensive, and contemporary examination of economics in real life and its
applications.

Gorkey's study, which confirms the relationship and causality between technological change and
employment for 16 OECD countries between 1985 and 2018, using GMM Panel-VAR analysis and multi-factor
productivity as a projection of technological change, is the first article of our issue. Culture, as another structural
element that affects a country at least as much as technological elements, is discussed in terms of its effect on
financial systems in the second article. The second study of the issue, which investigated the impact of cultural
descriptive norms on national financial systems by comparing the incentives of success and risk aversion of 32
different nations' cultures, revealed that performance and future orientation are positively related to market value.
Still, corporate collectivism and uncertainty aversion are negatively correlated. The third study aims to reveal the
factors affecting the university preferences of students in Kyrgyzstan. In contrast, the fourth study would expose
the relationship between technostress and organisational cynicism and performance, particularly for teachers who
are the other actor in the education sector. Likewise, another study belonging to the behavioural economics school,
which evaluates the subjects individually, is the fifth article that deals with the overconfidence of company
managers. In this study, only mergers and acquisitions from companies traded in Borsa Istanbul are taken into
account, and it is determined that the decisions of the overconfident managers might be wrong.

The sixth study deals with a very impressive topic, especially for those who live in Istanbul or pass through
the Bosphorus Bridges in Istanbul. The current toll regime has been evaluated for the maximisation of welfare after
the opening of the Eurasia tunnel. Although a clear numerical answer could not be given within the framework of
the proposed models, a determination is made to reduce the high pricing. The seventh study by Kurnug¢ and Gtizel
examines the impact of social media marketing and innovation on the performance of food and beverage businesses
through the technology acceptance model. In contrast, Sevecan and Uslu explore whether trade agreements and
customs unions create any international grouping by creating an attraction force. The ninth study, written by
Karadeniz, Iskendeoglu and Ocek, carries out a detailed analysis of European accommodation businesses as one of
the limited numbers of studies examining the effect of the financial failure of accommodation businesses on
financial performance in the finance literature. The tenth article, as another study conducted on a firm basis, aims
to determine the factors affecting the capital structure of textile and apparel companies in the BIST between 2010
and 2019; it is noteworthy in clearly defining the validity of the finance hierarchy theory in the mentioned sector.

The eleventh study of this issue is about agriculture, which is one of the barely studied fields in economics.
According to the study evaluating the validity of Okun's law through the ARDL bounds test approach, the growth
rate and unemployment rate are cointegrated, statistically significant, and positive in the long run. The twelfth and
thirteenth articles are related to the banking sector. The twelfth article examines the factors affecting the capital
structure of banks, and the thirteenth study models the Turkish Central Bank's weighted average monthly funding
cost between 2011 and 2020. With the fourteenth article, we moved away from analysing based on companies or
sectors and returned to analysis individually. It is aimed to develop a scale for the compliance of Syrian people who
are income taxpayers within the borders of the Republic of Turkey with the Turkish tax system. The analysis is
carried out in Sanlurfa via survey, and it is observed that they are evaluated under similar conditions with the
Turkish taxpayers.

The fifteenth and sixteenth articles of this issue aim to investigate the attitudes of economic agents in the
consumption and production side of the economy. In this context, when the fifteenth study discusses consumers’
attitudes towards auction sites, the sixteenth study discusses the economy-literacy, which tradesmen can evaluate
within their thoughts on economic indicators. Meanwhile, the two subsequent studies are both about growth. The
seventeenth study deals with the relationship between innovation and growth, and the eighteenth study deals with
the relationship between democracy and growth. The importance of innovation continued to be emphasised in the
nineteenth study. The article, which proposes to explain the acceptance of the digital Turkish lira through structural
equality, has found that the reliability of virtual currencies issued by countries is higher than other cryptocurrencies.
Moreover, in the twentieth article titled "Identification of Factors Affecting Housing Prices in Erzurum with the
Help of Hedonic Analysis", building typologies, which are thought to be significant in the differentiation of the
prices of apartments for sale and rental in the city, and the variables that affect the housing prices have been
endeavoured to be determined.



In this issue, several studies approach social sciences with different dimensions. One is Karaman and
Yildirim-Karaman’s study on inflation in the Ottoman Empire and Europe. This historical motif study claims that
the inflation occurred due to the silver discovered in the Americas, the states” debasements to earn income, and the
political reasons that led to the debasements. Similarly, another study that serves multidimensionality is Demirel
and Tayfur-Ekmekgi's study examining the behaviour patterns of blue-collar workers in the furniture industry. Here,
it is aimed to determine the mediating role of employee well-being in the relationship between psychological capital
and turnover tendency.

Another factor that gained our appreciation as the editorial board for this issue, as we often observe in
other issues, is the effort to increase collaboration among researchers in social sciences. In this context, another
multi-collaboration study is the article by Ergin-Unal, Nas and Heybeli on BIST 100 Index. Sener and Uzun's
assessment of migration in the context of economic and social security, which is the twenty-second study of our
issue, is a successful example of bilateral cooperation in this context. It should also be emphasised that twenty of
the twenty-five articles in this issue are studies carried out by researchers in collaboration. The last article of our
issue is also a collaboration study prepared by Alkaya and Isik. In this study, in which the primary macroeconomic
factors affecting unemployment in OECD countries and the effects of the population are examined, it is also
revealed that all of the analysed factors have statistically significant effects on unemployment as theoretically
accepted.

Dear researchers, scientists, and readers, we know that publishing in quality academic and scientific
journals like Sosyoekonomi is always challenging. However, please do not let the waiting time nor longness of the
evaluation process your determination to succeed. No one knows better than you how arduous the road to success
is.

We hope you will share our enjoyment and academic pleasure while reading this issue. We are truly
grateful for your ongoing interest in our journal.

Sevilay Ece GUMUS-OZUYAR
Editorial Board Member



Editoriin Notu

Dergimizin amaci, sizlere daha giincel, daha kaliteli ve daha 6zgiin arastirma ¢aligmalarini ortaya ¢ikarmak
ve dogru yayicilik ilkeleri 1s18inda yayimlamaktir. 30. cildimizin 54. sayisinda sosyoekonomik temelli bulgu ve
incelemeleri igeren yirmi bes arastirma makalesi yer almaktadir. Arastirma makaleleri, saglam teorik ve/veya
metodolojik destekle alandaki bilgiye agik bir katki saglar ve gergek hayatta ve uygulamalarinda ekonominin
elestirel, 6zIi ancak kapsaml ve ¢agdas bir incelemesini gerceklestirir.

16 OECD iilkesi igin 1985-2018 yillar1 arasinda teknolojik degisim ile istihdam arasindaki iliskiyi ve
nedenselligi, GMM Panel-VAR analizi ile ¢oklu faktor verimliligini teknolojik degismenin izdiistimii olarak
kullanarak teknolojik gelisimlerin istihdam artigina neden oldugunu dogrulayan Gorkey'in ¢aligmasi sayimizin ilk
makalesidir. Bir tilkeyi en az teknolojik unsurlar kadar etkileyen bir diger yapisal unsur olarak kiiltiir, ikinci
caligmada finansal sistemler iizerine etkisi bakimindan ele alinmistir. 32 farkl ulusun kiiltiiriiniin basari ve riskten
kaginma tegviklerini karsilagtirarak kiiltiirel tanimlayici normlarm ulusal finansal sistemler iizerindeki etkisini
aragtiran sayinin ikinci ¢aligmasi, en belirgin sonug olarak performans yonelimi ve gelecege yonelimin piyasa
degeri ile pozitif iliskili oldugunu, ancak kurumsal kolektivizm ve belirsizlikten kaginmanin negatif iliskili
oldugunu gostermistir. Ugiincii ¢alisma Kirgizistan'da 6grenci adaylarmin tercihlerini etkileyen faktorleri aciga
¢ikarmaya ¢aligirken, dordiincii ¢alisma ise egitim sektoriiniin bir diger aktorii olan 6gretmenler 6zelinde teknostres
ve orgiitsel sinizm ile performans arasindaki iligkiyi agia ¢ikarma gayretindedir. Benzer sekilde konularmn birey
bazinda degerlendirmesini yapan ve davranise1 iktisat ekoliine ait bir diger ¢alisma da firma yoneticilerinin agiri
giiven davranislarini ele alan besinci makaledir. Bu calismada sadece Borsa Istanbul'da islem géren firmalardan
birlesme Ve satin alma gergeklestiren yoneticiler dikkate alinmugtir ve asir1 giivenli yoneticilerin kararlarinin hatal
olabilecegi saptanmustir.

Altinc1 galisma ozellikle Istanbul'da yasayan ya da Istanbul'daki Bogaz Kopriilerini kullananlar igin
oldukga ilgi gekici giincel bir konuyu ele almaktadir. Avrasya tiinelinin agilmasindan sonraki dénemi ele alan
caligmada refahin maksimizasyonu igin mevcut gegis ticret rejimi degerlendirilmis ve onerilen modeller
cergevesinde net bir sayisal cevap verilemese de yiiksek fiyatlamanin diistiriilmesine yonelik bir tespit yapilmustir.
Kurnug ve Giizel'e ait yedinci galisma yiyecek ve igecek isletmelerinin performans: iizerinde sosyal medya
pazarlamasi ve inovasyonun etkisinin teknoloji kabul modeli araciligiyla incelerken, Sevecan ve Uslu'nun ¢alismasi
ise ticaret anlagmalar1 ve giimriik birliklerinin bir ¢ekim giicii yaratarak herhangi bir uluslararasi gruplagsma yaratip
yaratmadigini arastirmaktadir. Karadeniz, iskenderoglu ve Ocek tarafindan kaleme alinan bir makale olarak
dokuzuncu arastirma ise finans literatiiriinde konaklama isletmelerinin finansal basarisizliginin finansal performans
tizerindeki etkisini inceleyen smirh sayida aragtirmadan biri olarak Avrupa konaklama isletmeleri 6zelinde detayl
bir inceleme gerceklestirmektedir. Firma bazinda yapilan ¢aligmalardan bir digeri de 2010 ile 2019 yillar arasinda
BIST'te yer alan tekstil ve hazir giyim firmalarinda sermaye yapisin etkileyen faktorleri belirleme amaci giiden
onuncu makaledir ki bahsedilen sektorde finansman hiyerarsisi teorisinin gegerliliginin net bir bigimde saptamasi
agisindan dikkate degerdir.

Bu sayinin on birinci ¢alismasi ise yine ekonomik anlamda nadir olarak caligilan alanlardan biri olan
tarimdir. Okun yasasinin gegerliligini ARDL sinir testi yaklagimi araciligiyla degerlendiren ¢alismaya gore biiyiime
orant ile igsizlik oran1 uzun dénemde esbiitiinlesik ve istatistiksel olarak anlamli ve pozitiftir. On ikinci ve on tiglincii
makaleler ise bankacilik sektori ile iligkilidir. On ikinci makale bankalarin sermaye yapisini etkileyen unsurlari
incelemekte ve on ticiincii makale de Tirk Merkez Bankasinin agirlikli ortalama fonlama maliyetini 2011 ile 2020
yillar1 arasinda aylik olarak modellemektedir. On dordiincii makale ile sayida, firma ya da sektérel bazda analiz
yapmaktan uzaklasarak, birey bazinda analizlere geri doniilmiistiir. Tiirkiye Cumhuriyeti sinirlar1 igerisinde gelir
vergisi milkellefi olan Suriyelilerin Tiirk vergi sistemine uyumuna dair olgek gelistirilmesi amaglanmgtir.
Sanlurfa'da anket metoduyla bir uygulama gergeklestirilmistir ve Tirkiye'de yasayan Suriyelilerin Turk vergi
miikellefleri ile benzer sartlarda degerlendirildiklerine dair bir kani sahibi olduklar1 gézlemlenmistir.

Bu sayinin on besinci ve on altinci makaleleri, ekonominin tiiketim ve itiretim kanadindaki ekonomik
ajanlarin tutumlarim arastirma gayesine sahiptir. Bu baglamda on besinci ¢aligmada tiiketicilerin agik artirma
siteleri hakkindaki tutumlari, on altinci ¢aligmada ise esnaflarin ekonomik gostergeler hakkindaki diisiinceleri
dahilinde degerlendirebildigi ekonomi-okuryazarlig: tartisilmaktadir. Akabinde gelen iki ¢alisma ise biiyiime
tizerinedir. On yedinci ¢aligma inovasyon ve biiytime iliskisini, on sekizinci ¢aligma ise demokrasi ile biiyiime
iligkisini konu edinmektedir. inovasyonun énemi on dokuzuncu galigmada da vurgulanmaya devam etmistir. Dijital
Tiirk Lirasinin kullanimmin kabuliinii yapisal esitlik tizerinden agiklamaya ¢alisan makale, diger kripto paralara
kiyasla dilkelerin ¢ikardigi sanal paralarin giivenirliliginin daha yiiksek olduguna dair bulgular tespit etmistir. Ek
olarak "Erzurum’da Konut Fiyatlarmma Etki Eden Faktorlerin Hedonik Analiz Yardumiyla Belirlenmesi™ bagligmi



tagtyan yirminci makalede sehirdeki satilik ve kiralik daire fiyatlarinin farklilasmasinda 6nemli oldugu diisiiniilen
bina tipolojileri ile konut fiyatlarina etki eden degiskenler saptanmaya caligilmistir.

Bu sayida sosyal bilimlere daha farkli boyutlar1 ile yaklasan birden ¢ok sayida ¢aligma bulunmaktadir.
Bunlardan birisi de Karaman ve Yildirnm-Karaman'imm Osmanli Devleti ve Avrupa'da enflasyonu ele alan
caligmasidir. Tarihi analiz niteligi agir basan caligmada, enflasyonun Amerika kitasinda kesfedilen giimiis,
devletlerin gelir elde etmek igin basvurduklar tagsisler ve tagsislere yol agan siyasi sebepler nedeniyle olustugu
iddia edilmistir. Benzer sekilde ¢cok boyutluluga hizmet eden bir diger ¢alisma da Demirel ve Tayfur-Ekmekgi'nin
mobilya sektoriindeki mavi yakalilariin davranis kaliplarimin incelendigi ¢alismadir. Burada da psikolojik sermaye
ve isten ayrilma egilimi iligkisinde, ¢alisan iyi olma halinin araci roliiniin belirlenmesi hedeflenmektedir.

Bu sayi ile ilgili editor kurulu olarak takdirimizi kazanan bir diger unsur da diger sayilarimizda da artik
siklikla gozlemledigimiz iizere, sosyal bilimlerde arastirmacilar arasinda isbirliginin artmasima yonelik gayretin
sonug vermesidir. Bu kapsamda bir diger ¢oklu isbirligi ¢aligmasi ise Ergin-Unal, Nas ve Heybeli'nin BIST100
Endeksi ile ilgili makalesidir. Oyle ki saymmizin yirmi ikinci ¢alismasi olan Sener ve Uzun’un ekonomik ve
toplumsal giivenlik baglaminda go¢ degerlendirmesi de bu kapsamda basarili bir ikili isbirligi 6rnegidir. Bu
sayidaki yirmi bes makaleden yirmisinin arastirmacilar tarafindan ortaklasa yiiriitiilen ¢alismalar oldugunun da
altin1 ¢izmek gerekir. Saymmzin son makalesi Alkaya ve Isik tarafindan hazirlanan bir diger ortak ¢alismadir.
OECD iilkelerinde issizligi etkileyen temel makroekonomik faktorlerin ve niifusun etkilerinin incelendigi bu
calismada, analiz edilen tiim faktdrlerin teorik olarak kabul edildigi gibi issizlik tizerinde istatistiksel olarak anlamli
etkilerinin oldugu da ortaya konmustur.

Degerli arastirmacilar, bilim insanlar ve okuyucular, Sosyoekonomi gibi kaliteli akademik ve bilimsel
dergilerde yayn yapmanimn ne kadar zor oldugunun her zaman bilincindeyiz. Ancak ne bekleme siiresinin ne de
degerlendirme siiresinin sizin basarili olma kararliliginiz1 etkilemesine izin vermeyin. Basariya giden yolun ne
derece zahmetli ve mesakkatli oldugunu sizlerden daha iyi kimse bilemez.

Bu saymmzi okurken aldigimiz zevke ve akademik zevkimize ortak olacaginizi umuyoruz. Dergimize
gosterdiginiz ilgiye samimiyetle minnettariz.

Sevilay Ece GUMUS-OZUYAR
Yaym Kurulu Uyesi
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Abstract

This study empirically examines the relationship and causality between technological change
and employment by comparing youth and total employment. It covers data from 16 OECD economies
from 1985 to 2018 and uses multifactor productivity (MFP) as a proxy for technological change. The
findings from the general method of moments panel vector autoregression (GMM Panel-VAR)
approach indicate significant and positive effects of MFP on youth and total employment, and a
significant yet negative impact of youth employment on MFP. According to Panel-VAR-Granger-
Causality analysis results, there is a two-way causality between MFP and youth employment and a
one-way causality from MFP to total employment. Thus, this study empirically confirms the job-
creation effect of technology and finds out that the technological change and employment nexus differs
for youth employment compared to that for total employment.

Keywords : Technological Change, MFP, Multifactor Productivity, Youth
Employment, Employment, Job-Creation, Panel VAR, Panel VAR
Granger-Causality.

JEL Classification Codes: 033, 011, J21, O50.
Oz

Bu calisma teknolojik degisme ile istihdam arasindaki iligkiyi ve nedenselligi, geng istihdami
ile toplam istihdamu karsilagtirarak, ampirik olarak incelemektedir. Calisma, 16 OECD iilkesi igin
1985-2018 aras1 donemdeki verileri kapsamakta olup teknolojik degismenin gostergesi olarak ¢oklu
faktor verimliligini (CFV) kullanmaktadir. Genellestirilmis Momentler Panel Vektor Otoregresif
(GMM Panel-VAR) analizi bulgulart, CFV’nin geng Ve toplam istihdamin {izerinde anlamli ve pozitif
etkisinin bulundugunu; geng istihdamin CFV fizerindeki etkisinin ise anlaml fakat negatif oldugunu
gostermektedir. Panel VAR-Granger Nedensellik analizi bulgularina gore ise CFV ile geng istihdami
arasinda ¢ift-yonlii, CFV’den toplam istihdama dogru ise tek-yonlii nedensellik bulunmaktadir.
Boylelikle bu ¢alisma ile teknolojik degismenin is yaratma etkisi ampirik olarak dogrulanmakta ve
teknolojik degisme-istihdam iligkisinin geng istihdami i¢in, toplam istihndama kiyasla, farkli oldugu
sonucunu ulasilmigtir.

Anahtar Sozciikler : CFV, Coklu Faktér Verimliligi, Geng Istihdam, Istihdam, Is
Yaratma, Panel VAR, Panel VAR-Granger Nedensellik.
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1. Introduction

Youth constitute one of the vulnerable groups in labour markets, as their access to
labour market opportunities is relatively limited compared to adults. Even if they reach
employment opportunities, they may face some difficulties due to their lack of experience.
They are generally paid low wages and may be at the top of the list to lose their jobs in an
economic downturn (Caliendo & Schmidl, 2016: 1; Maguire et al., 2013: 196). In addition,
labour market opportunities may be insufficient to provide decent jobs to youth. Their lack
of inexperience may result in many difficulties, which in turn cause them to work in
precarious jobs (ILO, 2020: 15-6). Considering all these, youth employment! can be
regarded as more sensitive to economic fluctuations and can be affected significantly by
many economic factors.

One of the most important economic factors has been technological change which
had shown a rapid increase from the 1980s until the 2008 crisis and slowed down afterwards
(OECD, 2018: 52). The impact of technological change on employment is specifically
crucial for the youth because new jobs are held mainly by machines or artificial intelligence.
As newly graduates or as lowly experienced individuals, youth mostly feel threatened that
they may remain idle because of the displacement of workers by machines (ILO, 2020: 14).
From this point of view, it is crucial to examine employment and technological change
nexus, particularly for the youth. Aside from youth employment, there has been no
consensus on the nexus of (total) employment and technological change to date. The latter’s
impact on the former is accepted as negative according to some studies, whereas it is argued
to be positive according to others. The supporters of the first view put forward those
advances in process innovation result in lower usage of factors of production. In most cases,
labour is saved during the production phase. Such a decline in labour is regarded as the
labour-saving effect of technology which is argued to be offset by compensation theory,
another impact resulting from technological change. According to the compensation theory,
technology may first result in higher usage of capital (machines) and lower usage of labour
(Piva & Vivarelli, 2017: 4). Yet, after a while, demand for labour is expected to increase
because the production of new capital will require higher labour. Compensation theory can
take place through many mechanisms, including the production of new machines, changing
investment structures, lower price levels, and wages (Campa, 2018: 63; Marx, 2015 [1867]:
293; Ricardo, 2018 [1821]: 350; Piva & Vivarelli, 2017: 4-5). On the other hand, the
supporters of the second view argue that the different type of innovation, product innovation,
yields a higher level of employment through the production of new goods. This is regarded
as the job creation effect of technology (Piva & Vivarelli, 2017: 10). Even though some

The youth is generally used to refer individuals either aged 15-24 years or aged 15-29 years. (Eurofound, 2012:
3, 21). An examination of the 25-29 age group is also crucial in youth employment studies as the group mostly
includes individuals with little experience or new entrants. Thus, in addition to the 15-24 age-group, the 25-29
age-group is also more sensitive to business fluctuations compared to the adults (Gorkey, 2019: 225). For this
reason, this study considers the 15-29 age group for its youth definition and investigate the youth employment
accordingly.
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studies discuss that the positive effects of technology are more effective on employment
compared to the negative effects (Alic, 1997: 1), there is still no agreement on the relevant
nexus in the literature.

The literature on the relationship between employment and technological change
includes many studies that differ in their level of analysis. The vast of the literature
comprises firm-level studies (Coad & Rao: 2011; Evangelista & Vezzani, 2012; Falk, 2012;
Lachenmaier & Rottmann, 2011; Piva & Vivarelli, 2004, 2018; Van Roy et al., 2018) and
industry-level studies (Bogliacino & Vivarelli, 2012; Buerger et al., 2012; Dosi et al., 2019;
Piva & Vivarelli, 2017); both of which mostly empirically evidence employment creation
effects of technology. However, the studies that examine the relevant nexus at the macro-
level are quite limited, and the findings from these indicate either mixed results (Simonetti
etal., 2000: 42; Tancioni & Simonetti, 2002: 185; Vivarelli, 1995) or negative effects (Pini,
1995: 208). According to Piva & Vivarelli (2017: 13), macro-level studies offer mixed
findings because the empirical findings are subject to changes depending on the proxy for
technological change used in studies. On the other hand, macro-level studies are more
successful in presenting the overall effect of technological change on employment as they
cover all parts of economies. Thus, empirical findings from macro-level studies are more
likely to indicate whether the compensation effect of technological change fully works or
not (Matuzeviciute et al., 2017: 5; Piva & Vivarelli, 2017: 15).

The limited macro-level literature on the relationship between employment and
technological change shows that no study in the literature examines the issue specifically for
the youth. Reading the relevant nexus in youth is crucial considering the sensitivity of youth
in labour markets. In addition to this, it is not only technological change that affects
employment, but it is also employment that results in changes in technological level through
skill structures (Greenan, 2003: 288). Thus, employment and technological change are
subject to a mutual relationship. However, the relevant nexus is only examined as a one-way
relationship, from technological change to employment. Moreover, technological change
and employment are not only affected by each other but also by their own past values. Thus,
examining the relevant relationship using dynamic econometric models is crucial.

This study aims to contribute to the literature by empirically examining the dynamic
relationship and causality between employment and technological change by comparing
youth and total employment. Such a comparison is crucial because the employment and
technological change nexus may be different for the youth than for total employment when
one considers the higher sensitivity of youth employment to business fluctuations. The study
uses multifactor productivity (MFP) for the technological change variable. Applying the
general method of moments (GMM) panel vector autoregression (VAR) approach and panel
Granger-causality Analysis as the methodology, the study covers 16 OECD countries from
1985 to 2018. Accordingly, the contribution of this study to the literature is threefold. First,
it investigates the relationship focusing on youth employment and compares the findings to
total employment. Second, it examines the relevant nexus mutually. Lastly, the mutual
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relationship is investigated dynamically rather than statically. The study also includes a
discussion that provides a basis for future research directions and policy recommendations.

The rest of the study is organised as follows: Section 2 reviews the empirical
literature, section 3 describes the data and the methodology, section 4 presents empirical
findings, section 5 makes a discussion and offers policy recommendations, and section 6
concludes the study.

2. Empirical Literature Review

Many studies focus on the relationship between employment and technological
change. Most of these studies have examined the impact of technological change on
employment and aim to empirically find out whether technological change results in
employment creation or destruction. The majority of these studies have examined the topic
either at the firm level (Coad & Rao: 2011; Evangelista & Vezzani, 2012; Falk, 2012;
Lachenmaier & Rottmann, 2011; Piva & Vivarelli, 2004, 2018; Van Roy et al., 2018) or at
the industry-level (Bogliacino & Vivarelli, 2012; Buerger et al., 2012; Dosi et al., 2019; Piva
& Vivarelli, 2017).

The findings from firm-level analysis mainly indicate significant and positive effects
of technological change on new job opportunities. Van Roy et al. (2018: 762) analysed the
impact of innovation on job-creation effect in twenty-thousand patenting firms in Europe
from 2003-2012 using the GMM-SY S estimator. Empirical evidence from this study showed
that innovation positively affects job opportunities only in high-technology manufacturing
sectors. Using firm-level data in Europe, Piva & Vivarelli (2018: 5, 10-1) investigated the
labour impact of R&D expenditures and found positive effects only in medium and high-
technology sectors. Piva & Vivarelli (2004: 374-5) examined the relationship between
innovation and employment using GMM-SY'S panel data analysis and found a positive yet
low impact of innovation on employment in Italian firms in the 1990s. The labour-friendly
effect of technological change was also evidenced in Falk (2012: 19), which analysed the
effect of R&D on employment growth in Austrian firms from 1995 to 2016. Coad & Rao
(2011: 255), Evangelista & Vezzani (2012: 889-92), and Lachenmaier & Rottman (2011:
218) also confirmed the employment creation effect of technology at the firm level. The
literature clearly shows that numerous firm-level studies have mainly evidenced the positive
impact of technological change on employment.

The literature is also rich in studies focusing on the industry-level issue. Piva &
Vivarelli (2017: 17, 26) examined the impact of technological change on employment by
using R&D expenditures as a measure of technological change. This study focused on the
manufacturing and services industries in European economies from 1998 to 2011 using
dynamic panel data analysis. It found out that technological change yields a positive impact
in medium and high-technology sectors. Dosi et al. (2019: 13-18) investigated whether
embodied and disembodied technological change result in more jobs or destroys existing
ones in upstream and downstream sectors. It covered 19 European countries between 1998
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and 2016 and found that disembodied technological change positively affected employment
in the upstream sectors. On the other hand, employment increased by embodied
technological change in downstream sectors. Covering sectoral data in 15 European
economies from 1996 to 2005, Bogliacino & Vivarelli (2012: 96, 105-8) analysed the impact
of R&D expenditures on job creation. Empirical findings from GMM-SYS panel data
analysis confirmed that R&D creates new jobs. Buerger et al. (2012: 576-7) investigated the
job-creation effect of innovation and found either positive or no significant impact on
industries in Germany.

Contrary to the rich empirical literature at the firm and industry-level studies, the
studies that focus on the issue at the macro level are quite limited (Pini, 1995; Simonetti et
al., 2000; Tancioni & Simonetti, 2002; Vivarelli, 1995). While firm and industry-level
studies mainly indicate the labour-friendly impact of technological change, macro-level
studies present mixed results. Using aggregate annual data for the US and Italy, Vivarelli
(1995) found out that the labour-saving impact of technological change could only be
partially eliminated. Simonetti et al. (2000: 34, 42) examined the effect of innovation on 4
OECD economies from 1965 to 1993 using 3SLS analysis. This study distinguished the
compensation effect of technology in its empirical evidence, which indicated mixed results.
Tancioni & Simonetti (2002: 185) studied the employment impact of technology in the US
and Italy by extending the empirical model of Vivarelli (1995). This study considered the
effect of trade and economic growth, as well. The findings of this study presented mixed
findings depending on the type of compensation effect of technology. Finally, Pini (1995:
194, 208) investigated the employment and technological change nexus for a panel of 9
OECD economies from 1960-1990 and found a negative impact of the innovation process
on employment through the capital. In addition to this, the study also evidences the
compensation mechanism through exports.

Table 1 shows the summary of mentioned studies from the empirical literature. The
empirical literature review indicates a gap in recent macroeconomic studies because the
nexus has not been examined for a long time. The empirical findings from the existing
studies show mixed findings. Thus, there is no consensus on the relevant nexus at the macro-
level. In addition, no study in the literature focuses on the issue of youth employment. This
study aims to fill the relevant gaps in the literature.

Moreover, this study is the first attempt in the literature to examine the relevant nexus
using dynamic econometric methods and causality analyses. It is crucial to investigate the
mutual effect of technological change and employment using dynamic methods because the
past values of macroeconomic variables are effective on their present values (Yerdelen-
Tatoglu, 2020: 115). Thus, this study empirically examines the dynamic relationship and
causality between employment and technological change by comparing youth employment
to total employment. It aims to reveal whether such a connection is empirically different for
youth employment than total employment.
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Table: 1
Empirical Literature Review Summary
Level | Author(s) and year | Data & Method Findings
Van Roy et al. . y 3 Innovation positively affects job opportunities only in high-technology
(2018) Europe firms, 2003-2012, GMM-SYS manufacturing sectors.
Piva & Vivarelli Firms from manufacturing and services The positive impact of R&D expenditures on labour only in medium
(2018) sectors in 11 European countries, 1998-2011, | and high-technology sectors and capital formation negatively affects
GMM-SYS and LSDVC employment.
Piva & Vivarelli Italian manufacturing firms, 1992-1997, Positive vet low impact of innovation on employment
- | (2000) GMM-SYS and OLS. Y P ployment.
3 Falk (2012) Austna_n firms, 1995-2016, Quantile R&D activities increase employment.
= regression
-IE Coad & Rao USPTO Patent data from 1920 firms, patents
(2011) granted between 1962-2002 and citations Innovative activity creates employment at the firm level.
between 1975-2002.
Evangelista & Firm-level CI1S4 (2002-2004) data from The indirect positive impact of innovation on employment at the firm
Vezzani (2012) selected EU countries, index generation. level.
Rottman (2011) | GMM-SYS. jevel. 1he Imp p 9 p
innovation.
. . . Manufacturing and services industries in . - . .
Piva & Vivarelli Eurapean economies, 1998-2011, dynamic T_echnologlcal change positively affects employment in medium and
(2017) high-technology sectors.
panel data
° . Disembodied technological change affects employment positively in
é Dosi et al. (2019) ngct)re;rs ggﬁn(iﬂ‘gsnsltrge;gj Zi)eféogz;r?ellgata the upstream sectors, while embodied technological change affects
2 P ! ! employment positively in downstream sectors.
é Bogliacino & 25 manufacturing and services sectors in 15
= oghiactr European economies, 1996-2005, GMM-SYS | R&D expenditures lead to the creation of new jobs.
Vivarelli (2012)
panel data.
Buerger et al. 4 industries in German regions, 1999-2005, . _— ey . . PN .
(2012) VAR model. Mixed findings for the job-creation effect of innovation in industries.
Vivarelli (1995) US and ltaly, 1960-1988, 3SLS. Ie_l?'ranoiﬂ;_tseijvmg impact of technological change can only be partially
T I35 : .
3 (Szlronooor;ettl etal. 4 OECD economies, 1965-1993, 3 SLS Mixed findings for the impact of innovation on employment.
o
S | Tancioni & UK and Italy - extends the study of Vivarelli . — .
£ | simonetti (2002) (1995), ARDL. Mixed findings for the impact of technology on employment.
. . . The negative impact of the innovation process on employment through
Pini (1995) 9 OECD economies, 1960-1990, 35LS. the capital. Evidence for compensation effect through exports.

Source: Compiled by the author.

3. Data and Methodology
3.1. Data

This study examines the dynamic relationship and causality between technological
change and employment by distinguishing the latter variable as youth employment and total
employment. Thus, the variables used in this study are youth employment, total
employment, and MFP as a proxy for technological change. The study covers annual data
for 16 OECD economies from 1985 to 2019.

Total employment data are compiled from OECD (2020a) and represent thousands
of persons who are 15 years old and over. As mentioned earlier, the youth definition in this
study includes individuals between 15-29-year-olds rather than 15-24-year-olds.
Accordingly, youth employment data are constructed as the sum of employment from 15 to
24 and 25 to 29 ages. Employment by age statistics is collected from OECD (2020b)
statistics and presented in thousands of persons. Finally, MFP data are collected from the
OECD Productivity Database (OECD, 2020c) as an index with the base year of 2015. This
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variable represents spillover effects; thus, it measures technological change. All the variables
are expressed in natural logarithms.

The study includes Australia, Belgium, Canada, Denmark, Finland, France,
Germany, ltaly, Japan, the Netherlands, New Zealand, Portugal, Spain, Sweden, the UK,
and the US. Sixteen economies limit the analysis because of two reasons. First, not all OECD
economies' employment statistics go back to the 1980s. However, it is better to cover a more
extended time dimension since the methodologies of this study are panel time-series
analysis. Second, MFP statistics are only available for some economies. The study covers a
period from 1985 to 2018. Accordingly, covering 16 economies in its cross-section and 34
years in its time dimension, the panel has 544 observations.

Table: 2
Summary Statistics, 16 OECD Economies, 1985-2018
Variable Obs Mean Std. Dev. Min Max
INnEMP 544 9,333 1,207 7,192 11,956
INEMPY 544 7,919 1,193 6,085 10,525
InMFP 544 4,538 0,0846 4,214 4,676

Source: Author’s calculations.
Notes: INEMP, INEMPY, and InMFP are the natural logarithms of employment, youth employment, and multifactor productivity, respectively.

Table 2 presents summary statistics of the variables and shows that the standard
deviation of youth employment (INEMPY) is lower than that of total employment (INEMP).
The standard deviation of INMFP can be regarded as low compared to the deviations in the
employment variables. Table 2 shows summary statistics for the whole panel. However, it
is also important to examine the data by economies when working with panel data. Thus,
Figure 1 shows the time series of variables, and Appendix A presents summary statistics by
economies.

Figure 1 shows that youth employment (INEMPY) declines in some economies, which
is more apparent in Italy, Portugal, and Spain after the 2008 crisis. Thus, the time-series
graphs show that the negative impact of the 2008 crisis was more severe on youth
employment in the Southern European economies. Figure 1 also shows that the gap between
total employment (INEMP) and youth employment (INEMPY) has increased in most
economies when one compares the start and the end of the period examined. However, the
relevant gap is more significant in Belgium, France, Italy, Portugal, and Spain than in other
economies.
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Figure: 1
Time-Series by Economies, 1985-2018
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Source: Author’s calculations.

3.2. Methodology

This study investigates the dynamic relationship and causality between (youth and
total) employment and MFP by using the panel VAR approach and causality analysis as the
methodology. The panel VAR approach is a technique for panel time series analysis that
aims to investigate the dynamic relationship between variables. Frequently used together
with the panel VAR approach, causality analysis investigates whether the variables of
interest are subject to causation with each other. Because both are time series analyses,
stationary variables must be used in analyses (Yerdelen-Tatoglu, 2018: 123). Accordingly,
a preliminary step for these analyses is to apply unit-root tests to check the stationarity of
variables.

Examining the cross-sectional dependence of variables is necessary to choose
between first- or second-generation unit-root tests. This study used the Pesaran - Cross-
Sectional Dependence (Pesaran-CD) (2004) test. CD-test statistic is tested under a null
hypothesis of cross-sectional independence. If null is not rejected, first-generation unit-root
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tests are applied. Otherwise, second-generation unit-root tests are used (Yerdelen-Tatoglu,
2018: 21, 67). Because the variables are cross-sectionally dependent, this study used
Breitung and Pesaran’s Cross-Sectionally Augmented Dickey-Fuller (CADF) tests from
second-generation unit-root tests. Breitung test was applied by demean function, which
subtracts cross-section means from the series to eliminate cross-sectional dependence.
Breitung’s test statistic and Pesaran CADF’s t-bar statistic are tested against a null
hypothesis of non-stationarity (Breitung & Das, 2005; 416; Pesaran, 2007: 287). Rejection
of the null hypothesis denotes that the series does not contain a unit root. Thus they are
stationary and can be used for analysis. On the other hand, if null is not rejected, variables
are not stationary and cannot be used in time series analysis. In such a case, the first
differences of the variables are tested for Stationarity by repeating the same steps. If the null
hypothesis is rejected for the first difference of variables, the variables can be used in their
first difference in the analysis. All the variables used in this study were not stationary in their
level but became stationary in their first differences. Thus, the first differences (d) were used
in the analyses.

This study uses the GMM estimator of the Panel VAR approach. The variables used
in the present study are plugged into the empirical model proposed by Holtz-Eakin et al.
(1988: 1373). Thus, total employment and youth employment models can be presented in
Equations (1) and (2), respectively.

dINEMPy =g+ X%, o AINEMP;_ 1 + Y72 6, dInMFPy_q + @i f; + uy; ()
dINEMPY;y =g+ 2% g AINEMPYy_y + X%, 8, dInMFPy 1 + @ f; + uyt )

where, i denotes OECD economies and t denotes time. oo parameters are constants, ¢ is time
effects, f is individual effects and u is the error term. m shows lag length which requires a
separate procedure for optimal determination. INEMP, INEMPY, and InMFP are the variables
used in this study and they represent natural logarithms of total employment, youth
employment, and multifactor productivity (MFP), respectively. All the variables are in their
first differences because they are not stationary in their levels and have become stationary
in their first differences. This is shown with the letter d in front of the variables. o;; and &§;;
are the estimated parameters and their statistical significance shows that the relevant
variables' impact is significant. All the variables in equations (1) and (2) are endogenous. In
addition to this, the equations are in dynamic form because all the endogenous variables are
affected by the past values of their own and the other variable. As Arellano & Bover (1995)
proposes, this study uses forward orthogonal deviations (FOD) in its estimation technique
to minimize data loss (Abrigo & Love, 2016: 780).

Before applying GMM panel VAR analysis, it is necessary to determine the optimal
lag length (m) based on the criterion Andrews & Lu (2001) proposed. According to this
study, the lag length selection criterion is based upon model and moment selection criteria
(MMSC) for GMM estimation. MMSC depends on the coefficient of determination (CD),
Hansen's J statistic, and minimisation of modified Bayesian Information Criteria (MBIC),
modified Akaike Information Criteria (MAIC), and modified Hannan Quinn Information
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Criteria (MQIC). Hansen's J statistic is used to test over-identifying restrictions. Among the
lag lengths with valid over-identifying restrictions, the one which minimises MAIC, MBIC,
and MQIC is chosen as the optimal lag length (Yerdelen-Tatoglu, 2018: 138-9).

An important step in the panel VAR approach is determining whether the empirical
findings are stable. Stability can be checked by examining moduli values in the eigenvalue
stability condition. Moduli values smaller than 1 confirm the stability condition. Stability
can also be analysed using a graph that visualises the roots of the companion matrix. If all
the roots are placed inside the unit circle, the panel VAR findings are accepted as stable.
Determining stability is also necessary to generate forecast-error variance decomposition
(FEVD) analysis and impulse response functions (IRFs). These two tools are used to track
how each variable affects itself and the other variable throughout time. Determining impulse
and response variables is crucial to generate IRFs and FEVD to interpret the findings. The
findings from the panel Granger-Causality test and the relevant theory must be followed to
determine impulse and response variables (Abrigo & Love, 2016: 793-6).

The study applies Panel VAR-Granger Causality Analysis to investigate causality
between variables of interest. Equations (3) and (4) present empirical models of the relevant
analysis (Yerdelen-Tatoglu, 2018: 153), which include the variables used in this study.

lelEMPL't =;+ Z§=1 ‘ykdlnEMPu_k + Zl}§=1 ﬁkdlnMFPit_k + & (3)
lelEMPYLt =;+ ZI;§=1 )/kdlnEMPYu_k + Zl}§=1 ﬁkdlnMFPit_k + & (4)

where, i denotes economies and t denotes the year. o; is the constant parameter, Kk is the lag
length, and ¢ is the error term. All the variables are endogenous in equations in 3 and 4, and
the equations indicate a dynamic relationship between variables. INEMP, InEMPY, and
INMFP are the variables used in this study and they represent natural logarithms of total
employment, youth employment, and multifactor productivity, respectively. The variables
included in the analysis are not stationary in their first difference and they become stationary
in their first difference. Thus, all the variables are used in their first difference in the analysis.
(The first differences are shown by the letter ‘d’ in front of the names of variables.) y,and
Brare the estimated parameters. The significance of B, parameter shows that there is
causality from MFP to (youth) employment. The causality can also be examined through the
Wald test which tests chi-square statistic under the null hypothesis of no Granger-causality.
The findings only show whether there is causality from one variable to another. They do not
provide information about the magnitude of causality (Yerdelen-Tatoglu, 2018: 153-4).

4. Empirical Findings
4.1. Testing for Stationarity of Variables

The study first tests the stationarity using panel unit-root rests. To choose between
first and second-generation tests, Pesaran-CD (2004) test is applied to investigate the
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existence of cross-sectional dependence. The findings from this test are presented in Table
3.

Table: 3
Pesaran’s Cross-Sectional Dependence Test, 16 OECD Economies, 1985-2018
Variable CD-Test p-value corr abs(corr)
INEMP 46,24 0,000 0,724 0,729
INEMPY 16,32 0,000 0,256 0,446
InMFP 52,77 0,000 0,826 0,826

Source: Author’s calculations.
Notes: INEMP is employment, INEMPY is youth employment, and InMFP is multifactor productivity. All the variables are presented in natural
logarithms.

The findings from Pesaran-CD (2004) test indicate the rejection of the null of cross-
sectional independence. Because all the variables are cross-sectionally dependent, the study
applies second-generation panel unit-root tests to test for the stationarity of variables. Table
4 presents findings from Breitung and Pesaran’s CADF panel unit-root tests.

Table: 4
Breitung and Pesaran’s CADF Panel Unit-Root Tests, 16 OECD Economies,

1985-2018

Breitung (Lambda statistics) Pesaran’s CADF (t-bar statistics)

Variables C+T C C+T
INEMP 4,524 1,663 2,186 2,457
INEMPY 2,109 2,843 2,032 2,041
INMFP 2,189 1,032 2,546%* 2,423
dinEMP -5,425%** 6,277 -3,245%** -3,273%**
dInEMPY -8,547%** -6,385%** -2,744%** -2,815%**
dinMFP -9,083*** -9,693*** -3,168*** -3,122%**

Source: Author’s calculations.

Note: C denotes model with constant, and C+T denotes model with constant and trend. *, **, *** denotes the rejection of the null hypothesis of non-
stationarity (presence of unit root) at the 10%, 5%, and 1% levels, respectively. For Pesaran CADF test, critical values for the models with constant
are -2,11, -2,20, and -2,36; with constant and trend are -2,63, -2,71, and -2,85 at the 10%, 5% and 1% levels, respectively.

Findings in Table 4 indicate that all variables are non-stationary in their level. Two
exceptions are the total employment (INEMP) and the MFP (InMFP) according to Pesaran’s
CADEF test for the model with constant. Because all the other test statistics present the non-
stationary of these variables at their level, they are accepted to be non-stationary. The
findings from the first difference of the variables (AINEMP, AINEMPY, and AInMFP)
indicate the rejection of the null hypothesis of the presence of uni-root; thus, non-stationary
variables. Because the panel VAR approach and causality analysis can be applied to
stationary variables, the rest of this study uses the first differences of all variables: diInEMP,
dInEMPY, and dInMFP to apply the relevant methodologies.

4.2. GMM Panel VAR Approach

The first step to apply the GMM Panel VAR Approach is determining the optimal
lag length for the analysis. Table 5 shows the estimated coefficient of determination (CD),
Hansen’s J statistics, p-values for Hansen’s J statistics, MBIC, MAIC, and MQIC. As the
study investigates the employment and MFP nexus separately for total and youth
employment, findings from the two models are presented independently. The upper part of
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Table 5 presents findings for optimal lag length for the total employment model, whereas

the below part shows the findings from the youth employment model.

Determining Optimal Lag Length, 16 OECD Economies, 1985-2018

Table: 5

Employment, MFP
lag CcD J J p-value MBIC MAIC MQIC
1 0,5417 11,3165 0,7895 -83,2129 -20,6835 -45,5258
2 0,5218 5,8164 0,9251 -65,0806 -18,1836 -36,8153
3 -0,0261 3,8471 0,8707 -43,4176 -12,1529 -24,5740
4 27,4944 0,9472 0,9177 -22,6851 -7,0528 -13,2633
Youth Employment, MFP
lag CD J J p-value MBIC MAIC MQIC
1 0,2449 13,9179 0,6048 -80,6114 -18,0821 -42,9244
2 0,2929 6,8678 0,8662 -64,0292 -17,1322 -35,7639
3 -9,8143 1,3313 0,9952 -45,9334 -14,6688 -27,0899
4 -30,8507 0,3837 0,9838 -23,2486 -7,6163 -13,8269

Source: Author’s calculations.

According to findings from Hansen’s J statistics and p-values for J statistics in Table
5, the null hypothesis of the validity of over-identifying restrictions is not rejected. The lag
length that minimises MBIC, MAIC, and MQIC is lag 1 for both employment and youth
employment models. Thus, the optimal lag length is selected as 1 lag for both models.

Table 6 presents GMM Panel VAR Analysis findings for total employment and youth
employment models with 1 lag. Table 6 shows that the lagged MFP variable significantly
and positively affected total employment, whereas the lagged employment variable did not
significantly affect the MFP variable during the period examined. In addition, the lagged
variables significantly and positively affect their current values. Empirical findings from the
youth employment model indicate that the lagged value of MFP significantly and positively
affects youth employment; however, the impact of lagged youth employment on MFP is
significant, negative, and relatively low. Youth employment and MFP are significantly and
positively affected by their lagged values. These findings show that although MFP leads to
an increase in total and youth employment, youth employment leads to a decline in MFP,
and total employment does not significantly affect MFP.
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Table: 6

Findings from GMM Panel VAR Analysis, 16 OECD Economies, 1985-2018

Employment, MFP

Youth Employment, MFP

Coefficient Coefficient
[Std. Error] [Std. Error]
dInEMP dInEMPY
Fre x
dInEMP.; Oiﬁ?gzse] dINEMPY 11 Otgs(fe%s]
e F
dInMFP 4 Otézozsgggl dInMFP 4 ?631284]
dInMFP dinMFP
_ 2 Fy
dINEMP +.1 [33;52% dINEMPY .1 0[(())?)?369]
oxx e
dInMFP 4 Oig%g 1 dInMFP 4 Oigg()zessg]

Source: Author’s calculations.
Notes: INEMP, INEMPY, and InMFP are the natural logarithms of employment, youth employment, and MFP, respectively. d presents the first
differences, and t-1 denotes the first lag of variables. Standard errors are in brackets. *, **, *** denotes the significance of the coefficients at the 10%,
5%, and 1% levels, respectively. The optimal lag length is 1.

4.3. Causality Analysis

After examining the dynamic relationship between variables of interest through the
GMM Panel VAR approach, the study applies the panel Granger Causality test to determine
whether variables of interest Granger cause each other. Table 7 presents findings from Panel
VAR-Granger Causality Wald Test.

Table: 7
Findings from Panel VAR-Granger Causality Wald Test, 16 OECD Economies,
1985-2018
Equation Excluded Chi-square Equation Excluded Chi-square
dInEMP dinMFP 13,749*** dInEMP_Y dinMFP 5,763**
ALL 13,749*** ALL 5,763**
dinMFP dinEMP 1,382 dinMFP dInEMP_Y 16,262***
ALL 1,382 ALL 16,262***

Source: Author’s calculations.
Notes: Findings are based on Panel VAR analysis with 1 lag. INEMP, INEMPY, and InMFP are the natural logarithms of employment, youth
employment, and MFP, respectively. d presents the first differences of variables. *, **, *** denotes rejection of null of the excluded variables does not
Granger-cause the equation variable at the 10%, 5%, and 1% levels, respectively.

Empirical findings in Table 7 show that MFP Granger-caused employment and youth
employment, while only youth employment Granger-caused MFP over the period examined.
Total employment did not Granger-cause MFP. Thus, even though the past values of MFP
were beneficial in predicting total and youth employment levels, the reverse causality was
valid only for youth employment. The findings indicate a two-way causality between youth
employment and MFP and a one-way causality from MFP to total employment. These
findings are summarised as follows:

Employment < MFP

Youth Employment <> MFP
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4.4, Stability of the Findings

It is necessary to test models’ stability in panel VAR analyses. The stability test also
serves as a necessary step to generate IRFs and FEVD. Table 8 presents findings from the
eigenvalue stability condition, and Figure 2 shows the roots of the companion matrices.

Table: 8
Eigenvalue Stability Condition, 16 OECD Economies, 1985-2018
Employment, MFP Youth Employment, MFP
Eigenvalue Eigenvalue
Real Imaginary Modulus Real Imaginary Modulus
0,3335 0,0850 0,3441 0,4563042 0 0,4563
0,3335 -0,0850 0,3441 0,4226 0 0,4226

Source: Author’s calculations.

Table 8 shows that modulus values are smaller than one. Thus, panel VAR models of
interest are stable.

Figure: 2
Roots of the Companion Matrices, 16 OECD Economies, 1985-2018

Roots of the companion matrix Roots of the companion matrix

-5 o s 1 = -5 o 5
Real Real

Source: Author’s calculations.
Notes: Matrix for total employment on the left and youth employment on the right.

Figure 2 shows that all the roots are inside the unit circle and smaller than 1. These
findings confirm the stability of panel VAR models.

4.5. Impulse Response Functions and Forecast-Error Variance Decomposition

After confirming the stability of panel VAR models using eigenvalue stability
conditions and companion matrices, IRFs and FEVD can now be generated. Considering the
theoretical considerations and findings from the panel Granger Causality test, this study
generates IRF and FEVD to represent the impact (impulse) of MFP on employment
measures (response). Figures 3 and 4 indicate IRFs for MFP and total employment and MFP
and youth employment models, respectively. Table 9 presents FEVD for both models. 95%
Confidence intervals were generated using 200 Monte Carlo simulations from the panel
VAR findings.
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Figure: 3
Impulse Response Functions (IRFs) for MFP and Employment, 16 OECD Economies,
1985-2018
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Source: Author’s calculations.
Notes: Findings are based on Panel VAR analysis. INEMP, INEMPY, and INMFP are the natural logarithms of employment, youth employment, and
MFP, respectively. d presents the first differences in variables.

The top-right panel in Figure 3 shows that lagged total employment (dInEMP) did
not significantly affect MFP (dInMFP) because the confidence intervals contain all parts of
the zero line. On the other hand, the impact of MFP (dInMFP) was significant, as presented
in the bottom left panel in Figure 3. MFP resulted in a positive effect on total employment.
Such impact was the highest in the second period, declined afterwards, and disappeared in
6-7 years.

Figure: 4
Impulse Response Functions (IRFs) for MFP and Youth Employment, 16 OECD
Economies, 1985-2018
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Source: Author’s calculations.
Notes: Findings are based on Panel VAR analysis. INEMP, INEMPY, and INMFP are the natural logarithms of employment, youth employment, and
MFP, respectively. d presents the first differences of variables.
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Figure 4 indicates that youth employment and MFP variables significantly affected
each other. The top-right panel shows a negative impact of lagged youth employment on
MFP to be disappeared in 8-9 years. The impulse of MFP on youth employment can be
tracked in the bottom-left panel in Figure 4, and it presented a positive impact that
disappeared in 8-9 years. The IRFs in Figures 5 and 6 confirm the findings from the panel
VAR approach and panel VAR Granger Causality tests.

Table: 9
Forecast-Error Variance Decomposition, 16 OECD Economies, 1985-2018
@ ®
MFP, Employment MFP, Youth Employment

Impulse Variable
dinmfp dlnemp

Impulse Variable
dinmfp dinempy

Response variable and forecast horizon Response variable and forecast horizon

dinmfp dinmfp

0 0 0 0 0 0

1 1 0 1 1 0

2 0,997369 | 0,002631 2 0,9755 0,0245
3 0,996219 | 0,003781 3 0,957418 | 0,042582
4 0,995942 | 0,004058 4 0,949775 | 0,050225
5 0,995892 | 0,004108 5 0,947199 | 0,052801
6 0,995884 | 0,004116 6 0,946429 | 0,053571
7 0,995883 | 0,004117 7 0,946215 | 0,053785
8 0,995883 | 0,004117 8 0,946159 | 0,053841
9 0,995883 | 0,004117 9 0,946145 | 0,053855
10 0,995883 | 0,004117 10 0,946142 | 0,053858

dinemp dinempy

0 0 0 0 0 0

1 0,018942 | 0,981058 1 0,052267 | 0,947733
2 0,058443 | 0,941557 2 0,086451 | 0,913549
3 0,071349 | 0,928651 3 0,101459 | 0,898541
4 0,074189 | 0,925811 4 0,106955 | 0,893045
5 0,074681 | 0,925319 5 0,108726 | 0,891274
6 0,074753 | 0,925247 6 0,109246 | 0,890754
7 0,074762 | 0,925238 7 0,109388 | 0,890612
8 0,074763 | 0,925237 8 0,109425 | 0,890575
9 0,074763 | 0,925237 9 0,109435 | 0,890565

10

10 0,074763 | 0,925237
Source: Author’s calculations.

Notes: Findings are based on Panel VAR analysis. INEMP, INEMPY, and INMFP are the natural logarithms of employment, youth employment, and
MFP, respectively. d presents the first differences of variables.

0,109437 | 0,890563

FEVD in Table 9 shows how much of the forecast-error variance (FEV) in variables
was determined by themselves and the other variable of interest. Panel (a) indicates the
findings for MFP and total employment overall, and panel (b) indicates the findings for MFP
and youth employment model. 0 values of MFP in the O-time horizons in the bottom part of
both panels show that FEVD findings were generated by the impact of MFP on employment
variables. 0 values of employment variables can also confirm the ordering of the relevant
relationship in the 1-time horizons in the upper part of both panels. These 0 values indicate
that the impacts of MFP on employment variables were investigated concurrently, whereas
the reverse impacts were examined with a one-period lag.

The bottom part of the panel (a) in Table 9 indicates that 92.5% of FEV of total
employment (dINEMP) was explained by the shocks in itself, and 7.5% of the FEV was
explained by the MFP (dInMFP) on the tenth lag. On the other hand, panel (b) shows the
relevant values for youth employment. Approximately 89.1% of the FEV shocks of youth
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employment (dInEMPY) could be determined by itself, and 11% of such shocks could be
determined by the MFP (dInMFP). Lastly, panel (b) showed that 94.6% of the FEV of MFP
(dInMFP) was explained by self-shocks, and 5.4% of it was explained by the shocks in youth
employment (dInEMPY) variable. Table 9 shows that MFP resulted in more significant
shocks in FEV on youth employment than it did in total employment over the period
examined.

5. Discussion of the Empirical Findings and Policy Recommendations

Discussion of the empirical findings of this study focus on two different issues. The
first issue focuses on the potential reasons why macro-level studies on the topic - including
this study - reach different findings in the empirical literature. Even though there is only a
limited number of empirical macro studies, the literature evidence mixed outcomes. The
primary reason may be the selection of countries and periods in different studies. Aside from
this, one reason may depend on the choice of proxy for technological change variable among
many other proxies, as Piva & Vivarelli (2017: 13) points out. The relevant proxy used in
this study is MFP, which presents technology's network and spillover effects (OECD,
2020d). Thus, the insignificant total employment parameter on MFP can be understood as
newly-created jobs do not contribute to technological progress through network and
spillover effects. The insufficiency of total employment to contribute to technological
progress will be addressed in a more detailed manner during the discussion of the second
issue.

The second issue requires an in-depth understanding of the empirical findings
reached in this study. To put together, the findings in this study point out a job-creation effect
of MFP for both total and youth employment. However, the inverse of this relationship is
not confirmed in this study. Total employment cannot contribute to technology creation in
the countries examined. In addition, while youth employment generates a change in
technological level, this level is evidenced to be negative. In other words, higher youth
employment leads to a decline in technological change. These findings on the mutual
relationship between employment and technological change in this study require attention
because these two variables are expected to affect each other mutually. While higher
technological level creates changes in the labour market, it is evident and well-known in the
literature that labour also contributes to knowledge and technology creation. For the study
sample, even though technological change creates jobs, these jobs cannot contribute to the
technological progress through the network and spillover effects in these 16 OECD
economies over the period examined. Considering that most of the economies in the analysis
are from developed economies - OECD members - the examination of the reason(s) for these
empirical findings becomes even more necessary for further consideration. A discussion on
the topic is needed from this perspective.

To better understand why total employment does not lead to technological progress,
one can focus on the choice of proxy for technological change, as this issue was briefly
introduced at the beginning of this section. As this study uses MFP, the study finds out that
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total employment in the 16 OECD economies cannot significantly affect the MFP level. The
MFP variable in this study refers to “the network and spillover effects from production
factors”, as explained by the source of the relevant dataset of OECD (OECD, 2020d). Thus,
the insufficiency of employment to create or activate spillover effects may, at least partially,
stem from structural issues related to the labour market, such as job-skill mismatch. Even
though the countries that constitute the study sample are from OECD economies and these
economies are well-known for their highly skilled labour force, the market forces do not
always guarantee the most suitable job-skill match for labour supply and labour demand.
Job-skill mismatch occurs when an employed person’s skills or education are not in line with
the required task of the job. Accordingly, examining the job-skill mismatch for the study
sample can explain why total employment remains insufficient to create technological
progress in these 16 OECD economies. Table 10 shows field-of-study-mismatch and
qualification mismatch for all the countries included in the empirical analysis except Japan.

Table: 10
Job-Skill Mismatch, 15 OECD Economies, 2016

. . P . Qualification mismatch
Country Field-of-study mismatch (%) Qualification mismatch (%) Under-qualification (%) Over-qualification (%)
Awustralia 32,7 38,7 18,5 20,2
Belgium 28 345 238 10,6
Canada 37,9 21,7 16,2
Denmark 30,8 34 20 14
Finland 237 28,2 20,3 7.8
France 33,4 34,2 235 10,6
Germany 20,1 37,2 19,7 17,2
Italy 36,5 38,2 20 18,2
Netherlands 33,2 37,7 251 12,6
New Zealand 40,7 23,5 17,2
Portugal 35,9 42,4 18,7 23,6
Spain 33,7 41,2 21,2 20
Sweden 354 37 223 14,6
United Kingdom 38 41 27,7 13,5
United States 335 17,7 15,6

Source: OECD, 2022.
Notes: The values in the table represent percentages of the total number of workers.

Job-skill mismatch statistics in Table 10 clearly show that more than one-third of
workers in all economies other than Finland report qualification mismatch, meaning that
their skills do not match the required skill of their job. Table 10 also reports data on under-
qualification, over-qualification, and field-of-study mismatch. Over-qualification occurs
when a worker has higher skills than the tasks required in a job, and under-qualification
occurs in the opposite situation. In most of these economies, it is evident that under-
qualification is a more critical issue compared to over-qualification. Field-of-study
mismatch statistics are similar yet slightly lower than qualification mismatch statistics.
Considering the development levels and human capital accumulation in these economies, it
is clear that mismatch - particularly field-of-study mismatch and under-qualification - is an
important issue for the study sample. Such a matter requires not only further analyses but
also policy recommendations. Because the endowed skills are mainly acquired through
education, the most critical policy recommendation would be directed to the educational
structure in these economies. After assessing the necessities of labour demand in these
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economies, the required jobs contributing to technological advancement should be
determined. Following that, necessary educational programs should be activated or
increased to ensure sufficient employed persons to build future labour supply. Another
policy recommendation would be making revisions in education programs, if necessary.

Undoubtedly, the job-skill mismatch can be only one factor that shapes the labour
market structure. Thus, further research would be necessary to understand why total
employment cannot contribute to the technology creation process in these economies. Future
research can address the interconnection between technological progress and factors that
build the labour market structure in the OECD economies.

Even though the mismatch data is only announced for total workers, the job-skill
mismatch can be an important issue, particularly for the youth. It is well-known that youth
generally face more difficulty finding a job than adults (Signorelli, 2017: 1), mainly if they
are newly graduates. Keeping their jobs is riskier for the youth during crisis periods because
they are less experienced than adults. In addition, young workers frequently get lower wages,
are offered part-time jobs and/or temporary contracts, and may face more precarious work
conditions. Because of their vulnerability in the labour market, they usually accept to be
employed in jobs that do not fit their qualities or field-of-study, rather than remaining
unemployed (Dunsch, 2017: 378; Gorkey, 2020: 4). Such job-skill mismatch may create
disadvantages for youth employment to a more significant extent for generating
technological progress. This reason may, at least partially, explain the negative impact of
youth employment of MFP, as empirically evidenced in this study. Thus, some policy
actions can be recommended in this manner. First, it would be beneficial to determine the
level of both field-of-study and qualification mismatch specifically for the youth in the 16
OECD economies included in this study. After determining the level of a mismatch for the
youth, either revision in study programs can be made, or these programs can be increased in
numbers, depending on the necessity. Active labour market policies specifically for the
youth can also be worthwhile. Such policies can offer more extensive employment
opportunities for the youth while they can help to decrease the extent of mismatch at the
same time.

Finally, future research directions can be offered based on the empirical findings
obtained and the discussion held in this study. Further research can be suggested to examine
the technological change and employment nexus by distinguishing technological change
from its different proxies. Another future research can focus on determining the country-
specific structural labour market problems and examining the relationship between these
problems and technological progress. The last future research direction can discuss the
technological progress and youth employment by skill structure.

6. Conclusion
This study investigates the dynamic relationship and causality between employment

and technological change by distinguishing employment by youth employment and total
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employment in 16 OECD economies from 1985 to 2018. It aims to reveal whether the
relevant mutual relationship is different for youth employment compared to the total. It uses
MFP as a proxy for technological change.

This study finds that the dynamic relationship and the causality between employment
and technological change are different for the youth than for total employment. The findings
from GMM Panel VAR approach estimates indicate a significant and positive impact of
MFP on total employment; however, the inverse of such relationship yields an insignificant
effect. On the other hand, the results show that youth employment and MFP significantly
affect each other. While MFP affects youth employment positively, the impact of youth
employment on MFP is evidenced negatively. The findings from the Granger-causality
analysis confirm panel VAR estimates. There is a one-way causality from MFP to
employment and a two-way causality between MFP and youth employment. The
eigenvalues and roots of companion matrices confirm the stability of the empirical findings.
Findings from IRFs and FEVDs show parallelism with panel VAR and causality estimates.
IRFs indicate an insignificant lagged effect of MFP on total employment and a significant
positive effect of total employment on MFP that disappears in 6-7 years.

On the other hand, IRFs confirm a two-way relationship on the nexus for the youth.
While the impact of MFP on youth employment is positive, youth employment results in a
decline in MFP with a one-year time lag. Both effects disappear in 8-9 years. Thus, the
empirical findings show that technological change affects youth employment at a higher
magnitude and more extended period than total employment.

The findings from the empirical evidence of this study are crucial as they signal some
critical issues on the matter. First of all, the findings indicate the job-creation effect of
technological change for both total and youth employment in the selected OECD economies
during the period examined. However, the inverse relationship is not significant for total
employment. In other words, even though technological change creates jobs, the employed
persons in these jobs cannot lead to an increase in technological level. While total
employment does not significantly affect the technological level, youth employment
negatively affects the technological level. Thus, the second important issue empirically
evidenced in this study is that higher youth employment results in decline in MFP. The
incapability of total and youth employment to increase MFP may arise for different reasons.
One of the reasons is that other studies may find different empirical outcomes depending on
the proxy they choose for their technological change variable, as Piva & Vivarelli (2017:
13) point out. This may be considered one of the most important reasons for mixed findings
in the macro empirical literature on the topic. The technological change variable used in this
study is MFP, which presents technology's network and spillover effects (OECD, 2020d).
Thus, the insignificant total employment parameter on MFP can be understood as newly
created jobs cannot generate technological change through network and spillover effects.
Another reason behind the two important issues may be a job-skill mismatch, particularly
for the youth. In addition to their vulnerability in the labour markets, young individuals
generally face more difficulty finding a job than adults (Signorelli, 2017: 1), mainly if they
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are newly graduates. Because of these difficulties and the limited number of job
opportunities, they may choose to work in jobs that do not fit their qualifications well rather
than remain unemployed. Therefore, the job-skill mismatch can be regarded as a more
important problem for the youth, even in developed economies.

By empirically evidencing distinct outcomes on the technological change and
employment nexus for the youth and total employment, this study does not only suggest
future research directions but also policy recommendations. Future research attempts can be
directed to distinguishing the analysis by skill structure, different proxies for technological
change, and examining the relevant nexus focusing on various structural labour market
problems. Such examination and the comparison of findings from these future research
directions and the present study would be beneficial to provide a better understanding of the
technological change-employment nexus. Policy recommendations on the issue mainly
include actions that aim to reduce the mismatch in these economies. For this purpose,
particular policies, such as revisions in study programs and increasing the number of
programs that can fulfil the requirements of labour demand, are offered. Finally, the
implementation of active labour market policies is suggested as these policies increase the
employment opportunities for the youth so that young individuals can match with jobs that
correspond to their educational background and skills in a better way.
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Appendix A. Summary Statistics by Economies

Table: A.1.
Summary Statistics by Economies, 1985-2018
Economy Variable Obs Mean Std. Dev. Min Max
InEMP 34 9,133 0,184 8,809 9,440
Awustria INnEMPY 34 7,948 0,094 7,818 8,139
InMFP 34 4,516 0,077 4,393 4,613
INEMP 34 8,310 0,095 8,165 8,467
Belgium InEMPY 34 6,828 0,086 6,732 6,996
InMFP 34 4,562 0,047 4,441 4,614
INEMP 34 9,615 0,144 9,361 9,834
Canada INEMPY 34 8,326 0,071 8,191 8,416
InMFP 34 4,540 0,059 4,446 4,626
InEMP 34 7,895 0,027 7,839 7,949
Denmark InEMPY 34 6,546 0,118 6,369 6,744
InMFP 34 4,549 0,053 4,445 4,642
INEMP 34 7,768 0,061 7,623 7,840
Finland InEMPY 34 6,294 0,125 6,084 6,542
InMFP 34 4,489 0,145 4,214 4,657
InEMP 34 10,096 0,074 9,958 10,206
France INEMPY 34 8,626 0,107 8,498 8,838
InMFP 34 4,546 0,068 4,399 4,629
InEMP 34 10,517 0,064 10,385 10,643
Germany InEMPY 34 9,026 0,105 8,849 9,300
InMFP 34 4,506 0,093 4,312 4,630
InEMP 34 9,980 0,050 9,896 10,053
Italy InEMPY 34 8,322 0,265 7,871 8,688
InMFP 34 4,619 0,036 4,535 4,676
INEMP 34 11,056 0,031 10,969 11,107
Japan INEMPY 34 9,456 0,143 9,243 9,645
InMFP 34 4,515 0,076 4,330 4,620
InEMP 34 8,906 0,150 8,542 9,082
Netherlands InEMPY 34 7,664 0,058 7,487 7,737
InMFP 34 4,550 0,064 4,428 4,623
INEMP 34 7,545 0,176 7,192 7,863
New Zealand INEMPY 34 6,287 0,091 6,181 6,491
InMFP 34 4,542 0,061 4,379 4,610
InEMP 34 8,449 0,071 8,308 8,546
Portugal InEMPY 34 6,940 0,256 6,467 7,225
InMFP 34 4,590 0,056 4,396 4,631
InEMP 34 9,645 0,203 9,297 9,932
Spain InEMPY 34 8,187 0,227 7,769 8,501
InMFP 34 4,595 0,020 4,538 4,624
INEMP 34 8,387 0,071 8,274 8,536
Sweden InEMPY 34 6,882 0,126 6,704 7,115
InMFP 34 4,494 0,086 4,375 4,605
InEMP 34 10,230 0,082 10,096 10,384
UK InEMPY 34 8,912 0,079 8,835 9,109
InMFP 34 4,506 0,103 4,320 4,621
INEMP 34 11,795 0,103 11,582 11,956
us InEMPY 34 10,459 0,039 10,389 10,525
InMFP 34 4,491 0,096 4,340 4,621

Source: Author’s calculations.

Notes: INEMP, INnEMPY, and InNMFP are the natural logarithms of employment, youth employment, and multifactor productivity, respectively.
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Abstract

We investigated the effect of descriptive, cultural norms on national financial systems by
comparing the incentive for achievement and risk-aversion attributes of 32 different nations’ cultures.
Multiple regression analyses showed that performance and future orientation positively relate to
market capitalisation, but institutional collectivism and uncertainty avoidance negatively correlate.
Performance orientation boosted market capitalisation, but institutional collectivism, whereas
uncertainty avoidance hindered it. We could not find any relationship between the cultural norms and
the bank deposit ratios. Two steps scatter plot analysis showed clusters between cultural norms, bank
deposit, and future orientation norms.
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Oz

Bu ¢alismada, 32 farkli ulusun kiiltiiriiniin basari ve riskten kacinma tesviklerini karsilastirarak
kdiltiirel tanimlayici normlarin ulusal finansal sistemler iizerindeki etkisini arastirdik. Coklu regresyon
analizleri, performans yonelimi ve gelecege yonelimin piyasa degeri ile pozitif iliskili oldugunu, ancak
kurumsal kolektivizm ve belirsizlikten kaginmanin negatif iliskili oldugunu gostermistir. Performans
yonelimi, piyasa kapitalizasyonunu artirdigini, ancak kurumsal kolektivizm, belirsizlikten kaginmanin
piyasa kapitalizasyonunu azalttigini gordiik. Kiiltiirel normlar ile banka mevduat oranlar1 arasinda

herhangi bir iliskiye rastlamadik. Tki agamali dagilim grafigi analizi, kiiltiirel normlar, banka mevduati
ve gelecege yonelik yonelim normlari arasindaki kiimeleri gostermektedir.

Anahtar Sozciikler : Tanmimlayici Kiiltiirel Normlar, Finansal Sistemler, Banka Tabanlt
Sistemler, Sermaye Piyasasi Tabanl Sistemler, Risk Alma.



Aktas, M. & F. Bozagag & O. Saltik (2022), “The Effect of Cultural Descriptive Norms
on Financial Systems: A Cross-Cultural Analysis”, Sosyoekonomi, 30(54), 35-52.

1. Introduction

In modern economies, financial systems are critical for how growth is supported and
how resources are allocated. The financial system serves as a bridge for transferring
household savings to firms through banks or stock markets. However, cross-country
differences exist in how households prefer alternative use of banks versus stock markets for
investing their savings (Kwok & Tadesse, 2006; Barth et al., 1997). From an organisational
perspective, the relative use of alternative financial systems, especially the use of the stock
market, is important in the development of organisations (Whitley, 1991). As Whitley (1991)
argued, in stock-market-based countries, capital is more easily converted into cash, which
affects the development of business organisations in the country.

There are three approaches to explaining the differences across countries' financial
systems. First, Pagano and Volpin's (1999) political approach looks at how the attitudes of
governments based on corporatism, labour market coalitions, and the biases of workers and
employers affect how the financial markets change. Too many studies have shown a strong
link between political and financial risks. Their substantial contributions to the political
approach are that increases in political risk raise financial risks (iltas & Ugler, 20219; Cigen,
2021; Nakhli & Gaines, 2021). Secondly, the legal approach investigates how countries'
legal systems differ to protect shareholder rights, make the companies and stock market
more transparent, and prevent unethical behaviour in the stock market, such as insider
trading, as a result of the development of the capital market (La Porta et al., 1997, 1998,
2000). Thirdly, the cultural approach developed by Stulz and Williamson (2000)
investigated how established beliefs and risk-taking attitudes affect the differences in
developing bank-based or market-based financial systems among different societies.

Several studies document different financial systems among countries regarding the
points above. For instance, Barth et al. (1997) compared five industrialised nations in
research (United States, United Kingdom, Japan, France, and Germany). This study revealed
significant differences in how countries’ financial systems are organised. For instance, the
United States and Germany represent the polar extremes of different financial systems. In
the U.S, the bank-based system is relatively trivial; the ratio of bank assets to GDP is 53%,
which is roughly one-third of the 152% ratio in Germany.

In contrast, the United States has a ratio of stock market capitalisation to GDP of
82%, which is three times the German ratio of 24%. Japan and France have a more bank-
based financial system than the United States and Germany. Still, the United Kingdom has
a stock market-based financial system similar to the United States. Similarly, Rajan and
Zingales (1998; 2001) and Demirgiig-Kunt and Levine (1999) stated similar findings that
countries with weaker legal systems tend to have more bank-based financial systems,
whereas countries that have stronger protection of shareholder rights tend to have a more
market-based financial system. Kwok and Tadesse (2006) were the pioneering researchers
investigating culture’s effects on financial markets. They found that, as a cultural value,
uncertainty avoidance is an important determinant of a country’s financial system.
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According to this research, countries that are high on uncertainty avoidance tend to have
more bank-based financial systems compared to countries that are low on uncertainty
avoidance with a risk aversion explanation.

While these studies are important in shedding light on the cross-country and cross-
cultural differences in financial systems, the literature is still lacking from a cross-cultural
perspective. Firstly, the missing part is other cultural value dimensions such as
individualism-collectivism or from globe framework performance orientation. Moreover,
within the scope of the cross-cultural research framework, in recent years, it has been
claimed that norms rather than values are more relevant predictors of behaviour (Shteynberg
et al., 2009; Gelfand et al., 2011; Aktas et al., 2016; Stephan & Uhlaner, 2010). And the
research stream can also be further developed using descriptive norms rather than values.

Therefore, this study aims to extend the cross-cultural financial systems literature by
using descriptive, cultural norms, namely performance orientation, institutional
collectivism, uncertainty avoidance, and future orientation, and investigating their effects on
market capitalisation and bank deposits.

2. Theoretical Framework

2.1. Financial Systems

A financial system has two primary goals: to channel resources to the most productive
uses and place risks where they are best borne (Rajam & Zingales, 2001). Economies seem
to emphasise either institutions or markets, and this has led economists to classify financial
systems as relationship-based (or bank-dominated) and arm's-length (or market-based)
financial systems (Rajam & Zingales, 2001; De Jong & Semenov, 2002).

Financial markets, especially debt and stock markets, are markets where an increase
in investments facilitates fast economic growth by moving surplus or inefficiently utilised
funds to those in need of cash. There are many financial markets, mainly commercial and
investment banks, insurance companies, and investment funds, except regulated
governmental organisations (Mishkin & Eakins, 2012). The banking sector hosts tools that
directly finance companies’ investments through the credit channel, just as in the borrowing
market. The operating mechanism of capital markets, namely stock markets, is built on
partnerships. Financial markets aim to assist enterprises needing cash by connecting them
with idle funds in capital markets or somewhat risk-loving investors.

It would appear that countries’ legal systems are a critical factor in explaining the
differences in countries’ financial systems (Rajam & Zingales, 1998; 2001). Rajam and
Zingales (1998; 2001) argue in their research that the banking sector forms extra-legal
contractual links with the market forces of nations that govern themselves with poor regard
for the rule of law and the sanctions imposed on it their citizens. As a result, they stated that
the entity itself is responsible for handling financial transactions (internalisation). For this
reason, bank-based financial systems are being supported, and market-based systems are

37



Aktas, M. & F. Bozagag & O. Saltik (2022), “The Effect of Cultural Descriptive Norms
on Financial Systems: A Cross-Cultural Analysis”, Sosyoekonomi, 30(54), 35-52.

being developed in the standard rule of law and sanction-imposing countries. According to
the findings of Demirgiic-Kunt and Levine's (1999) research on the relationship between the
legal framework and financial systems in countries with robust systems for the protection of
minority shareholders, these countries have a higher tendency toward market-based financial
systems. (Demirgiic-Kunt & Levine, 1999). While legal-based explanations acknowledge
that having a strong shareholder protection regulation for boosting the stock markets is
initially required, behavioural explanations do not. A centric risk-based approach focuses on
the risk reduction capabilities of financial systems. Therefore, this approach assigns a key
role to the bank sector to smooth financial risks over time (Allen & Gale, 1997; Dow, 2000;
Dowd, 2009). While individual investors may suffer from the risks, such as oil risks
mentioned by Allen and Gale (1997) during the oil crisis or, more recently, during the
COVID-19 Pandemic, investors in banks did not have any losses because of the decline in
the stock market price. As a result, we might reach the following conclusion: different
financial systems have varying possibilities for both gains and losses and hence, other risks.

As a result of individuals' risk-taking tendencies, a negative relationship was found
between the stock market's development and the banking sector's success in the Japanese
and Chinese economies. Stock markets with high market capitalisations interrupting the
funding functions of the banking sector have been found to reduce profit margins and bank
performance. As a result of the complex interactions between the capital and banking
markets, as well as countries with different legal and political systems and cultural norms,
the study's hypotheses can be supported (Liu & Wilson, 2009; Tan & Floros, 2012).

In this study, we aim to monitor the cultural differences of investors through the inter-
country GLOBE data discussed and to reveal the findings of the developmental differences
in financial markets. In this regard, the novel approach of the study is to examine how the
value attached to the capital and banking markets differs according to cultural values. The
relationship between the increase in the market capitalisation and the economic growth in
the concerned countries is an indicator that the short-term idle funds, one of the most
important targets of financial markets, are transferred to long-capital markets and that
investments in this area contribute significantly to the growth of the national economies.

2.2. The Role of National Culture in Financial Systems

Hofstede (1980) defines culture as a society's shared values, beliefs, and norms that
distinguish it from others and are passed down through social learning to succeeding
generations. Culture affects the attitudes and behaviours of the individuals within the same
society, including how people are motivated, satisfied, connected, how people learn, the type
of leaders they prefer, etc. (Hofstede et al., 1990). Related to our argument, culture is
important in determining a society’s risk-taking intentions for potential gains and losses
(Hofstede, 1980; House et al., 1997). The existing research well documented this (Li et al.,
2013; Kreiser et al., 2010; etc.). Regarding the financial system, stock market investment
has the potential for higher gains and losses than banking and carries risk for investors. In
contrast, bank investments guarantee specific interest rates for the period, predictable
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income, and potentially fewer gains but no losses, much lower risks. Compared to bank
depositors, capital market investors have a greater risk tolerance and profit motivation due
to the systemic and systematic nature of the market and their greater exposure to risk. Under
conditions of risk, uncertainty, and ambiguity, it is the primary duty of policy-making
mechanisms and regulatory institutions to extend the forecast period of decisions taken by
economic agents and to make them measurable (De Jong & Semenov, 2002; Liu & Wilson,
2009; Mishkin & Eakins, 2012; Tan & Floros, 2012; Enciso et al., 2016; Sarag et al., 2016).
Therefore, risk-taking and tolerating the ambiguity of gains and losses is an important part
of the national financial systems (Kwok & Tadesse, 2006). It can be argued that, in addition
to the legal system and uncertainty avoidance, other cultural phenomena such as
performance orientation, institutional collectivism, and future orientation might affect the
country's financial systems through their effect on encouraging proactive behaviour,
monetary gains, and risk-taking. This, in turn, will characterise society's financial system.

2.3. Cultural Descriptive Norms

Culture is an important phenomenon in explaining cross-national differences
(Hofstede, 1980; Gelfand, 2011). Before the ground-breaking work of Hofstede (1980),
cross-national differences have also been investigated by scholars. However, because these
studies used the country as a proxy, they did not provide a detailed explanation for why the
differences exist (Gelfand, 2011). After the work of Hofstede (1980), values are seen as the
most important component of culture. They have begun to explain differences across nations
in managerial, organisational, and other social phenomena.

In his 1980 research, Hofstede introduced four cultural value dimensions: power
distance, uncertainty avoidance, masculinity and femininity, and individualism and
collectivism. In 1991 and 2008, he added the long-term orientation and indulgence
dimensions, respectively. Hofstede's (1991) cultural value dimensions are the predominant
framework in the cross-cultural study. House founded the Globe (Global Leadership and
Organizational Behaviour Effectiveness) research program in 1991. The program, run in 62
countries, distinguished cultural practices and values and put forward nine dimensions of
cultural value and descriptive practices (House et al., 2004). These dimensions are power
distance, uncertainty avoidance, gender egalitarianism, assertiveness, performance
orientation, in-group collectivism, and institutional collectivism.

The most notable distinction of the Globe study is that it pioneered a new path in
organisational and cross-cultural research by distinguishing values and norms. Norms are
the rules and standards that regulate conduct in a society (Gelfand et al., 2011).

This study will apply descriptive norms (practices, or "as is" measures of GLOBE)
to measure the cultural differences rather than values. Since then, in recent years, research
has demonstrated that cultural norms are a more important predictor of behaviour than values
(Gelfand et al., 2011; Gelfand & Harrington, 2015; Aktas et al., 2016). The value approach
acknowledges that the country’s culture is likely to statistically measure the scores of the
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participants' individual preferences (Hofstede, 2001). In contrast, descriptive, cultural norms
are measured by describing the participants' typical behaviour in their cultural belongings
(Fischer, 2006; Fischer, 2009; House et al., 2004; Shteynberg et al., 2009). Before predicting
social level ratings, numerous definitions of participants' ethnocentric classes should be
statistically and collectively analysed (Fischer, 2009; House et al., 2004). In contrast to
examining values (e.g., national culture to predict national entrepreneurship rate),
descriptive norm differences are better reflected at the societal level, as shown by these
findings (Arthur et al., 2007; Fischer, 2008; Klein & Kozlowski, 2000).

Regarding the difference between the meanings of values and descriptive norms, we
contend that values are logically considered to have a tenuous relationship with financial
systems due to their weaker connection with behaviour, as individuals do not act according
to their definitions of personal preferences (e.g., Swidler, 1986; Verplanken & Holland,
2002; Wicker, 1969). In contrast, too many studies in the extant literature suggest the
normative impacts of descriptive norms on people living in particular cultural forms (e.g.,
Fischer, 2006; Shteynberg et al., 2009). Some societal-level research on cultural norms has
yielded poor and inconsistent results regarding values (Fischer, 2006; House et al., 2004;
Javidan et al., 2006; Peng et al., 1997; Van Oudenhoven, 2001).

2.4. Cultural Descriptive Norms and Financial System: Hypothesis
Development

Of the nine cultural descriptive norm dimensions, in this paper, we will focus on four
dimensions: performance orientation, institutional collectivism, uncertainty avoidance, and
future orientation, which are important in determining the investment attributes and risk-
taking profiles of society.

Performance orientation is the degree to which a collective encourages and rewards
group members for performance improvement and excellence (House et al., 2004). Societies
with a high-performance orientation tend to value materialism, reward performance, achieve
goals and emphasise what you do more than who you are. In contrast, societies with a low-
performance orientation tend to value societal and family relationships, have deep concerns
for the quality of life and emphasise who you are more than what you do (House et al., 2004).
Research has shown that performance-based cultures are supportive of entrepreneurial
orientation because of the motivation of high performance and achievement (Stephan &
Uhlaner, 2010). On the investment side, while the bank-based systems offer investors a
reasonable (a nominal interest rate approximately equal to or greater than the currency price
index) and risk-free return (without having a counterparty risk or suffering moral hazard),
the stock market-based systems aim to attract more risk-loving investors who consider that
the higher the risk, the higher the potential return (Rajam & Zingales, 1998; Demirgiig-Kunt
& Levine, 1999). Hence, it can be argued that the market-based financial system will be the
entire financial system in a society that encourages risk-taking for achievement. Contrarily,
a bank-based financial system will be less preferred because of the lack of competition and
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reward for performance. Hence, our hypotheses regarding performance orientation and the
financial system are as follows:

Hypothesis-1. The more performance-oriented the society is, the more market-based
financial system the society will have.

Hypothesis-2. The more performance-oriented the society is, the less bank-based financial
system the society will have.

Secondly, “institutional collectivism™ is defined as "the degree to which
organisational and societal institutional practices encourage and reward collective
distribution of resources and collective action™ (House et al., 2004: 30). The dependence
between the individual and the organisations, the superiority of the group goals to individual
goals, rewarding people according to seniority, personal needs, and group equity rather than
performance are the main characteristics of institutional collectivist societal practices.
Moreover, society's economic system tends to maximise the interests of collectives rather
than individuals. Therefore, more individual achievement-oriented stock-market-based
investments can be a less preferred investment for institutional collectivist societies whose
economic system encourages the collective distribution of resources rather than a merit-
based system (House et al., 2004; Hofstede, 1980). Hence, our hypotheses are as follows:

Hypothesis 3: The more institutional collectivist the society is, the more bank-based financial
system the society will have.

Hypothesis 4: The less institutional collectivist the society is, the more market-based
financial system the society will have.

Our following argument is about the relationship between uncertainty avoidance,
descriptive, cultural norms, and financial systems. It is "the extent to which a society,
organisation, or group relies on social norms, rules, and procedures to alleviate the
unpredictability of future events" (House et al., 2004: 30). Uncertainty-avoidance societies
are characterised by being orderly, relying on formal policies and procedures, being formal
in relationships, and being change-resistant (House, 2004; Hofstede, 1980; 1991). Regarding
our argument, the most important characteristic of uncertainty avoidance cultures is their
risk avoidance (Hofstede, 1980; 1991; House et al., 2004). Uncertainty-avoidant societies
do not like risks and ambiguity; when they face uncertainty, they feel anxious. These
societies prefer predictability and order (Hofstede, 1980; 1991).

On the other hand, in terms of individual investments, while the stock market is
volatile and stock investment is risky and bears uncertainty in earnings, bank loans offer
predetermined interest rates and constant income (Kwok and Tadesse, 2006). Therefore, we
can conclude that a society with high uncertainty avoidance will prefer more bank-interest-
based investments. As a result, society will have a more bank-based financial system. A
society that is more tolerant of ambiguity will take more risks and prefer more stock market
investment; as a result, society will have a market-based financial system. As a result, our
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hypotheses regarding uncertainty avoidance and financial system relationships are as
follows:

Hypothesis 5: The more uncertainty avoidant the society is, the more bank-based financial
system the society will have.

Hypothesis 6: The less uncertainty avoidant the society is, the more market-based financial
system the society will have.

Our final argument is about future-oriented cultural descriptive norms. "Future
orientation™ is defined as "the degree to which a collectivity encourages and rewards future-
oriented behaviours such as planning and delaying gratification™ (House et al., 2004: 282).
Emphasis on long-term success, saving for the future, and seeing material success and
spiritual fulfilment as integrated are the most important characteristics of the future-oriented
culture (House et al., 2004). Stephan and Uhlaner (2010) stated future orientation as a
performance-oriented cultural characteristic. Coget (2011) has found a link between future
orientation and firms’ investment in training and development. Another study has found that
future orientation is directly linked to young adults’ savings practices, and the more future-
oriented individuals are, the more they save for the future (Webley & Nyhus, 2013). While
future orientation increases performance-oriented behaviour and savings, this might link
with market capitalisation and bank deposits. Hence, it can be argued that a higher level of
savings in a future-oriented society will develop both the stock market and bank deposits.
Therefore, our hypotheses regarding future-oriented cultural descriptive norms are as
follows.

Hypothesis 7: The more future-oriented the society is, the more market-based financial
system the society will have.

Hypothesis 8: The more future-oriented the society is, the more bank-based financial system
the society will have.

3. Methodology

In this study, secondary data from several sources were utilised. The data collection
contains relevant economic indicators and cultural practices for 32 countries.
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Table: 1
Countries, Variables and Values in the Dataset

Countries Code UApr 1ICpr POpr FOpr MC BD WGI
1 Argentina ARG 3,63 3,66 3,63 3,1 15,50119843 17,93990625 73,4
2 Austria AUT 4,4 4,31 4,37 4,09 30,61712917 72,87315 50,2
3 Brazil BRA 3,74 3,94 4,11 3,9 50,32163283 50,45845 73,3
4 Chile CHL 4,81 4,67 4,37 3,68 105,7414505 46,25565625 68,6
5 China CHN 3,84 3,95 4,1 3,64 54,21180873 44,6738875 67,3
6 Costa Rica COS 4,66 4,2 4,43 3,74 5,838257331 22,5012125 60,6
7 France FRA 4,66 4,2 4,43 3,74 78,19562187 71,84406875 52,8
8 Germany GER 5,19 3,67 4,16 4,04 45,00905753 71,38820625 52,4
9 Greece GRC 3,52 3,41 3,34 3,53 37,43048469 80,34425625 52,0
10 | Hong Kong HKG 4,17 4,03 4,69 3,88 896,2339404 289,4628125 45,8
11 | Hungary HUN 3,26 3,63 35 3,31 20,54936589 44,49080625 65,6
12 | India IND 4,02 4,25 4,11 4,04 76,25880442 58,09780625 68,0
13 | Indonesia 1IDN 3,92 4,27 4,14 3,61 37,71052206 32,96318125 71,6
14 | Ireland IRE 4,25 4,57 4,3 3,93 47,16301065 84,49249375 49,3
15 | Israel ISR 3,97 4,4 4,03 3,82 74,33341244 77,65359375 49,8
16 | Japan JPN 4,07 5,23 4,22 4,29 81,58287547 199,71125 53,3
17 | Kazakhstan KAZ 3,76 4,38 3,72 3,72 19,60694844 24,9584625 67,2
18 | Korea (South) KOR 3,52 52 4,53 39 81,28082413 69,8718625 62,1
19 | Malaysia MAL 4,59 4,45 4,16 4,39 137,5784969 113,10625 68,6
20 | Mexico MEX 4,06 3,95 3,97 3,75 32,20373669 23,89240625 74,3
21 | New Zealand NZL 4,86 4,96 4,86 3,46 34,91048418 92,90900833 51,8
22 | Nigeria NGA 4,14 4 3,79 3,95 12,43201072 14,52747813 74,1
23 | Philippines PHL 3,69 4,37 4,21 3,92 62,17128309 52,137575 69,8
24 | Poland POL 3,71 4,51 3,96 3,23 31,33589282 44,6170375 68,6
25 | Portugal POR 3,96 4,02 3,65 3,77 34,50675482 81,85933125 45,1
26 | Slovenia SVN 3,76 4,09 3,62 3,56 22,25287738 50,5317875 62,5625
27 | South Africa SAF 4,64 4,47 4,72 4,66 236,4250542 56,0450125 79,1875
28 | Spain SPA 3,95 3,87 4 3,52 79,52542115 88,7565125 52,7
29 | Switzerland SWI 5,42 4.2 5,04 4,8 213,6167004 136,7897333 48,3
30 | Thailand THA 3,79 3,88 3,84 3,27 77,18072814 101,6174375 68,625
31 | Turkey TUR 3,67 4,02 3,82 3,74 26,70963513 39,8388 72,125
32 | United States USA 4,15 4,21 4,45 4,13 126,5976768 75,07030625 56,375

Notes: UApr: Uncertainty avoidance practices; ICpr: Institutional collectivism practices; POpr: Performance orientation practices; FOpr: Future
orientation practices; BD: Bank deposits; MC: Market capitalisation; WGI: World Governance Index.

3.1. Measures
3.1.1. Dependent Variables

Market Capitalization to GDP: National-level market capitalisation values are
derived from the World Bank. And it is a measure of the country’s market value as a
proportion to GDP. All the country measures used in this study are average values between
2002 and 2017. We used averages rather than annual data since we believe it will reduce the
effect of the yearly fluctuations, which might happen because of country-specific problems.

Bank Deposits to GDP: Country-level bank deposit statistics are derived from the
Federal Reserve Bank of St. Louis. The value is the proportion of a country’s bank deposits
to GDP. Country values are the average of 2002-2017 to eliminate the effect of annual
fluctuations.

3.1.2. Independent Variables

Cultural Descriptive Practices: Data regarding societal culture, namely
performance orientation, institutional collectivism, and uncertainty avoidance, were
obtained from the GLOBE study (House et al., 2004). Sample items for the societal practices
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scales include "In this society, orderliness and consistency are stressed, even at the expense
of experimentation and innovation (uncertainty avoidance)”; "In this society, teenaged
students are encouraged to strive for continuously improved performance (performance
orientation)", and "The economic system in this society is designed to maximise (1)
individual interests and (7) collective interests (institutional collectivism)". "In this society,
people place more emphasis on (solving current problems: 1; planning for the future: 7)
(Future orientation)." (For more detailed information about the GLOBE scales and the
methodology used to develop them, see Hanges & Dickson, 2004; House & Hanges, 2004).

3.1.3. Control Variables

World Governance Index (WGI): The World Government Index is a composite of
six indicators: Voice and Accountability; Political Stability; Absence of Violence and
Terrorism; Government Effectiveness; Regulatory Quality; and Corruption Control. With
the inclusion of the WGI variable, the political and legal approach developed by Pagano and
Volpin (1999) and La Porta et al. (1997, 1998, 2000), we could consider the development of
the financial markets through these approaches. The cultural approach created by
Williamson and Stulz (2000) allows us to investigate the relationship between cultural
components and the banking sector and stock markets about the study's primary research
issue about the GLOBE variables. According to Soumaré and Tchana (2015), stock markets
have developed in countries where investors are legally protected, and administrative laws
are complete. And this is why research has demonstrated the importance of the legal
environment in investment decisions. In their study, Donadelli and Persha (2014) dealt with
the crisis and post-crisis periods in their research. They also examined the relationship
between the capital market’s risk premium and WGI. In particular, they have shown that
WGI can explain the movements in capital risk premiums in the stocks of industries based
on consumer goods. In particular, they have demonstrated that WGI can explain the
fluctuations of capital risk premiums in consumer-goods-based firms' stock prices (Kwok &
Tardesse, 2006; Kaufmann et al., 2010; Donadelli & Persha, 2014; Soumaré & Tchana,
2015). When we control for WGI, we can be more confident about the relationships between
cultural practices and the financial system. The data is derived from the governments.org
website. The data is the average for 2002-2017 to eliminate the effect of yearly fluctuations.

4. Findings
Analysis-1

Two multiple regression analyses are applied to test our hypotheses about market
capitalisation and bank deposits. The model R? for the market capitalisation is ,408 showing
that our model has important explanatory power.
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Table: 2
Regression Model Results

Dependent Variables
Independent Variables Market Capitalization (MC) Bank Deposits (BD)
POpr ,926** ,436
1Cpr -,456* -,070
UApr -,529* -,389
FOpr ,149 0,21
WGI -,221 -,576**
Model R Square 0,408 0,493
Model F 3,578** 5,062**
Notes: ***: p<0.001 ; **:p<0.01 ; * p<0.5

As it can be seen from Table 2, while controlling for the World Governance Index,
the effect of the performance-orientation cultural practice on the market cap is significant (p
.01). This shows that hypothesis 1 is supported. Second, Table 2 shows that the impact of
institutional collectivist cultural practice on market capitalisation is significant (p.05). This
indicates that the data also support the third hypothesis. Regarding our fifth hypothesis, the
effect of the uncertainty avoidance cultural practice on market capitalisation is also
supported (p<,05). Our final cultural hypothesis regarding market capitalisation was about
future orientation. However, this hypothesis is not supported.

The second regression analysis is applied to test our hypotheses regarding the
relationship between cultural practices and bank deposits at the national level. However, as
seen in Table 2, none of the hypotheses was supported.

Analysis-2

We applied several scatter plot analyses with our variables in the model to show how
the countries are grouped according to the variables.

Figure: 1
The Cultural Descriptive Practices and Financial Variables Position of the 32
Countries
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In line with our hypothesis and regression results, countries such as the USA,
Switzerland, and Chile are both high on performance orientation and market capitalisation.
Argentina, Kazakhstan, and Slovenia are low on performance orientation and market

capitalisation.
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In terms of the relationship between performance orientation and bank deposits, the
plot seems to challenge our hypothesis. The countries grouped as high-performance
orientation countries (South Africa, USA, and New Zealand) also seem to be countries that
have high bank deposit rates.

Similar to our hypothesis and significant regression results, countries such as New
Zealand, Poland, and Kazakhstan have high institutional collectivism and low market
capitalisation levels. And countries such as Spain, the USA, and Thailand have lower levels
of institutional collectivism and higher levels of market capitalisation.

Even though our regression coefficient is insignificant regarding our hypotheses
about institutional collectivism and bank deposit, countries such as New Zealand, Korea,
Japan, and Ireland have high levels of institutional collectivism and bank deposit.

In our dataset, the least uncertainty-avoidant countries appear to be Thailand, the
Philippines, and South Korea. The graph shows that these countries also have higher market
capitalisation levels. The USA and Spain appear to be the countries with a mid-level of
uncertainty avoidance and a mid-level of market capitalisation. Costa Rica, Austria, and
Nigeria appear to be the countries that have higher uncertainty avoidance and lower levels
of market capitalisation.

Even though the regression coefficient between uncertainty avoidance and bank
deposits is not statistically significant, there are signs of groupings of countries that are
compatible with our hypotheses based on the graph. Germany, New Zealand, Malaysia, and
Switzerland rank well in uncertainty avoidance and bank savings. In addition, consistent
with our hypotheses, countries such as Argentina and Kazakhstan have low levels of bank
deposits and a release of uncertainty.

While our hypotheses regarding future orientation indicate large market
capitalisation and high bank deposits, the regression analysis does not support them. The
scatter plot shows that Switzerland, Malaysia, and South Africa have the highest scores for
future orientation, market capitalisation, and bank deposits, respectively.

5. Conclusions and Discussions

In this research, we build an argument about the relationship between culture and
national financial systems. While the effect of the legal system on national financial systems
is well documented by the existing research (Boot & Thakor, 1997; La Porta et al., 1998;
Rajan & Zingales, 1998; Demirgiig-Kunt & Levin, 1999), there are only two research papers
that try to explain the culture and financial system linkage (see De Jong & Semenov, 2002;
Kwok & Tadesse, 2006). However, as discussed in this research, culture is an important
phenomenon that might influence people’s investment behaviours through risk-taking
attitudes and achievement motivation.
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Regarding our argument, we hypothesised in our study that descriptive, cultural
norms, which describe human behaviour more effectively than values (Fischer, 2006;
Shteynberg et al., 2009), will have a significant role in determining national financial
systems. We propose that performance orientation positively relates to a market-based
financial system, whereas institutional collectivism and uncertainty avoidance will be
negatively correlated. We explored how performance orientation will be negatively
associated with a bank-based national financial system, whereas institutional collectivism
and uncertainty avoidance will be positively related.

We tested seven theoretically developed hypotheses; a significant portion of the
findings indicate strong pieces of evidence about the validity of descriptive, cultural norms
regarding the market-based financial systems hypothesis. Based on the data, performance
orientation positively, but institutional collectivism and uncertainty avoidance negatively
relate to market-based financial systems. Even though our hypotheses about uncertainty
avoidance, institutional collectivism, and bank deposit relationships are significant, our
hypotheses about the relationship between future orientation, bank deposit, and market
capitalisation are not; the Scatter Plot shows us some signs that support our hypotheses. We
can conclude that achievement motivation and risk-taking attitudes of performance
orientation norms, low achievement motivation and risk aversion attitudes of institutional
collectivists, and uncertainty avoidance practices make a difference in investment decisions.

One of the practical implications of this study for policymakers is establishing a more
transparent stock market system to regulate the market to reduce uncertainty and volatility
and expand the coverage of individual investors in the stock market. In addition, boosting
financial literacy in countries would reduce uncertainty and increase the number of stock
market investors. Consequently, the country's financial system would be more conducive to
economic development (Choe & Moosa, 1999). As discussed in the legal and political
approaches, countries must enhance the investment climate and ensure that the regulations
protect investors. In terms of the contribution of the real and financial sectors, this is the
most crucial phase for economies. Results indicate that performance-oriented societies
focused on maximising the benefits of individuals have developed capital markets. Societies,
which are more collectivistic and uncertainty-avoidant, can establish more detailed legal
systems to prevent unethical behaviour in the stock market. This reduces uncertainty and
volatility and, as a result, increases market capitalisation levels.

In this research, we examined the effect of cultural practices on the financial systems
at the national level using national-level data. Further research can investigate this
relationship with an individual-level analysis. Culture can also be observed and measured at
the individual level in the form of individual differences (Triandis, 1989). Therefore, cultural
values measured at the personal level can be an important determinant of how individuals
invest their savings. Research can also use scenarios that represent actual situations and
measure how individuals with different cultural values act. Another further research
recommendation derived from the study is to conduct a neuroscience-based financial
investment study and to see how the brains of individuals respond to the same investment
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risk situations from different nationalities. Future research can also cover legal, political,
and cultural approaches in the same study as a determinant of this bank and market-based
financial system, analyse their comparative effects on the financial systems and develop
more rigorous policy implications for developing financial markets.

In terms of limitations of this study, the data we used covers 32 countries, but it is
secondary data, and this study might be replicated with more recent data in the future.
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1. Introduction

Nowadays, higher education institutions (HEI) are important for applicants who try
to make the right choice affecting their future and for universities that try to attract applicants
in a highly competitive environment. It is continuously emphasised that analysing the image
of universities is central to identifying the necessary attributes for HEIs' sustainability in this
competitive environment (Pampaloni, 2010; Manzoor et al., 2020). In such a dynamic
environment, applicants are now mindfully approaching HEI choice; however, it is a notably
sophisticated process for them, as there are many options (Aydin, 2015).

HEIs are faced with the necessity of positioning in the increasingly competitive
market and the challenge of finding eligible students (Obermeit, 2012). Therefore,
universities inevitably have to consider applicants from a marketing view. Discussions about
university marketing started with the emergence of private universities. Marketing was not
always vital since there was a strong demand for universities, so schools were not forced to
compete for a more significant number of student candidates. Only in the 2010s, the first
problems in the university market were caused essentially by the situation when employers'
demand for university graduates gradually decreased (Biaton, 2015). As Guilbault (2016)
discussed that even though marketing in higher education is well recognised, there is an
ongoing dispute on who the customer is, with many still not accepting that students might
be viewed as customers and suggesting instead of continuing to reject those students are
customers, to explore how to react to students as customers.

To react to higher competition universities, develop and implement enrolment
management strategies to influence the size and characteristics of the students' structure. As
a result, marketing is perceived as the primary function in universities, helping them get
more prospective applicants (Rika et al., 2016). In this context, it is important to understand
how the young generation chooses a university and what factors affect their choice.

Today in Kyrgyzstan, with a 6.4 million population, more than 160 thousand students
are carrying on their studies in 73 HEIs, of which 40 are public (Ministry of Education and
Science, 2021). On the other hand, approximately 50,000 students graduate from secondary
education every year and become university applicants. Consequently, the increasing
competition in HEIs requires Kyrgyzstani universities to design and reconsider their
customer-oriented marketing strategies according to the factors affecting applicants’
university choices. They especially need to pay attention to comprehend their future
students’ motives. However, in the study, we do not consider the tuition issue as it concerns
the choice of a public university, so there are no tuition fee concerns that could affect the
applicants’ choice.

Therefore, to develop effective marketing strategies and to know their target group,
the university administration should comprehend students' university choice reasons and
paths.
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Moving from these considerations, this study aims to determine what factors affect
an applicant’s university choice in Kyrgyzstan, Central Asia. The research findings will
enable HEIs to use their resources better, improve their marketing activities, and use
marketing budgets effectively (Rika et al., 2016). The data on the factors driving students'
HEIs choices is important for all stakeholders like universities, government, policymakers,
academicians and researchers, students, and their families in their decision-making process.

The study is organised as follows: In Section 2, related works were reviewed; in
Section 3, we present the research questions. Results are given in Section 4, Section 5 covers
discussions of the results, and Section 6 concludes the research outputs.

2. Related Literature

The factors affecting university choice have drawn attention all over the world.
Related studies are conducted by academicians from different parts of the world. Previous
studies have focused more on factors affecting the university choice of enrolled bachelor
students or graduates (Lindblom-Ylinne et al., 1999; Adams & Hancock, 2000; Fraser &
Killen, 2003; Manoku, 2015, van der Zanden et al., 2018, Azzone & Soncin, 2019, Manzoor,
2020). Aydin (2015) explained the university choice decision by four different models:
economic, sociological, mixed, and marketing approach models. Next, the author introduced
the nine main factors (reference groups, families, reputation and attributes of universities,
personal characteristics, location, postgraduate job prospects, university fees, financial
aid/scholarship, and information sources) that impact applicants’ choices.

In the study conducted by Kallio (1995) in the USA, the factors affecting university
preferences include the academic reputation of the institution, the quality, and other
educational environment determinants, work-related issues, the quality and size of the
program, tuition fees, financial assistance, geographic location, and campus social
environment. Obermeit (2012) emphasised the complexity of the decision-making processes
of freshmen and identified reputation, financial considerations, location, curriculum, others’
advice, information sources, publications, social networks, campus visits, and rankings as
relevant factors in applicants’ university choice in Germany. Drewes and Michael’s (2006)
survey of 27,981 Canadian applicants showed that they consider proximity, scholarships and
teaching, and level of non-academic student services. Raposo and Alves (2007) identified
factors affecting university choice of 1024 surveyed students in Portugal as the reputation
of the institution (education quality, quality of academic staff, the modernity of facilities and
equipment, campus social life, etc.), educational offer (courses variety, the existence of
actualised courses, employment opportunities, etc.), previous information about the
institution, individual factors (geographic location, proximity to the family, tuition fees,
friends and relatives), the influence of others (advice of parents, teachers at secondary school
and friends). As Misran et al. (2012) showed, in Malaysia, the factors influencing the
university and significant choice were personality fit, family and intimate environment
influence, cost of study and financial support, good reputation of the university, university
proximity to parents, physical facilities, and quality of academicians. Besides, career
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opportunities, interests, expected salaries, and competent academicians were the reasons for
the significant choice. On the other side, Manzoor et al. (2020) stated external
communication and values, university ranking and reputation, tuition fee, and the cost-to-
quality ratio constitute university image from the perspective of international students in
Malaysia.

In a study conducted by Manoku in 10 Albanian universities in 2015 (1532 students),
nine main factors were: cost of education and living expenses during education, quality of
academic and administrative staff, institutional reputation, placement, and physical
environment, accreditation status, individual preferences and abilities, placement of the
academic unit to provide education, post-graduation facilities, general academic grade point
average in high school were found to influence university preferences. Cat1 et al. (2016)
analysis on 1112 students across seven provinces in Turkey showed that factors affecting
the university choice were: the reputation and image of the university, access to information,
campus characteristics and location, sociality (sports facilities, student clubs, social
facilities, the status of the university (state or private). Wilkins et al. (2018) showed that
knowledge and skills play a vital role in decision-making in the UAE and China. Kalimullin
and Dobrotvorskaya (2016) found that in Russia, dominant factors affecting the university
choice were the high-quality faculties availability, the reputation of the university, the
availability of a particular academic program, recommendations of friends or relatives,
parents' requests, media coverage, infrastructure and facilities, education cost and low tuition
fees.

One main factor that affects university choice is the university’s information. Dao
and Thorpe (2015) found several important factors when choosing a university in their
research based on the views of students and graduates of Vietnamese universities. These
factors include facilities (services and communications), university programs, and
information about the university (offline and online).

Simdes and Soares (2010), based on survey data conducted on 1641 students at a
Portuguese university, explored the information sources and choice factors. The findings
revealed that most respondents rated the university website among the three most used
information sources, and geographical proximity is the most crucial choice factor among
others. Sa et al. (2011) investigated the HEI choice type using individual-level data on first-
year students in Portugal employing a bivariate probit model. Results revealed gender and
proximity differences in the style of HEI choice. Also, income increase results in a
willingness to get higher education (HE). Parental education also impacted student choices:
parents holding a HE diploma were more likely to choose a university. Thus, a high cultural
and socioeconomic background was associated with a higher probability of choosing a
university education. Le et al. (2019) investigated the choice factors in Vietham. The results
indicated that future job prospects, teaching quality, staff expertise, and course content were
important choice factors. Also, parents were the most influential information source for
Vietnamese students.
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Sianou-Kyrgiou and Tsiplakides (2011) examined the students' higher education
choices with different socioeconomic backgrounds but similar performance levels in Greece.
The findings prove that HE choice is a different experience for middle-class and working-
class students: middle-class students tend to study in more prestigious university
departments than working-class students. The authors argue that choice is a multifaceted
process, the analysis of which needs to consider the general financial and societal context
and the specific labour market characteristics in each country. Briggs (2006) found three
main factors affecting Scottish students' decisions: academic reputation, proximity, and
geographic location. In Veloutsou et al. (2004) research, information ranking was revealed
as one of the factors influencing university selection. Based on the survey results conducted
in the UK, Maringe (2006) emphasised that there was a consumerist approach to choosing a
university. Thus, applicants pay more attention to career prospects rather than subject
interest. Azzone and Soncin (2019) analysed students’ choice factors from a survey of
27,504 students across 23 lItalian institutions. They found multiple factors influencing
students’ choices: geographical proximity, regional career opportunities, reputation and ease
of access.

Based on a survey of 518 students in Kurdistan-Iraq, Qasim et al. (2020) found that
reputation/accreditation, quality of teaching, employability, and facility quality influenced
student choices more than anything else.

A review showed that a few studies were conducted in the Central Asian region. For
example, the survey by Jonbekova (2020) investigated the purpose of university education
in Kazakhstan and Tajikistan from the student’s point of view based on the responses of 172
undergraduate students. The author highlighted the socio-economic pressures; students’
primary motivation was enhanced access to employment opportunities. Another study in
Kyrgyzstan by Momunalieva et al. (2020) examined the perceived quality of education
rather than the decision of the student’s university choice. However, no comprehensive
research on university marketing strategies was carried out. Thus, this study contributes to
the current literature on university choice factors in three dimensions. Firstly, a considerable
amount of literature has been published on the case of developed countries like the USA,
Germany, Italy, the UK, Turkey, and Portugal. The current study will show research findings
in the case of a lower middle-income country like Kyrgyzstan, Central Asia. Secondly, a
significant part of the findings in related literature is based on data collected from students
already enrolled in HE institutions, not applicants or enrollees who have not made the final
decision. Thirdly, as the results of the current research show, there is a slight difference in
the factors influencing decision-making in university choice. As there is an increase in
student mobility, the study’s results contribute to understanding the motives of youth in
developing countries in the case of Kyrgyzstan. In addition, Kyrgyzstan is a country where
most people are bilinguals (speaking both Kyrgyz and Russian). Thus, secondary schools
also differ in the language of instruction (Lol). The problem of deficiency of textbooks in
Kyrgyz affects the educational process crucially. In the study, the impact of the Lol and the
type of secondary schools were also examined, contributing to the field.
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3. Methodology

3.1. Research Questions

As the literature review showed, there are many factors affecting university choice.
In the competitive market of HE, it is important to promote universities and define factors
that may influence the decision of applicants to attract students. Therefore, the study aimed
to determine information sources that help introduce HEI. In addition, it sought to define
factors influencing applicants’ decision to choose a particular university. During the
decision-making process, applicants as consumers can turn to various resources to pick
necessary information about the product or service, i.e., HEl under consideration.
Information sources are found as influential factors in the choice process. Are there any
significant differences between the most used information source and applicants' gender
(Simdes & Soares, 2010), region of residence (Obermeit, 2012), family characteristics
(Constantinescu-Dobra & Cotiu, 2017) and income (Shumow et at., 1996), and secondary
school type? Simdes & Soares (2010) found that female and male applicants tended to refer
to similar information sources when applying to an HEI.

Therefore, the following research questions are posed:

RQ1 Does a university information source affect applicants’ choice?
RQ1a Does it depend on gender?
RQ1b Does it depend on the region of residence?
RQ1c Does it depend on family characteristics?
RQ1d Does it depend on secondary school types?

Another critical question is why applicants' choice fell on this particular university.
Many types of research have been carried out to determine the difference between the choice
of male and female applicants (Lopez-Bonilla et al., 2012; Engin & McKeown, 2016;
Mustafa et al., 2018) and its impact on the region (Aydn, 2015; Ghansah et al., 2016). Also,
parents' involvement in students' choices was studied by David et al. (2003), showing that
mothers are generally more involved. Therefore, the question arises of the difference in the
choice of applicants with different family structures.

RQ2 Why did applicants choose this particular university?
RQ2a Does the choice of male and female applicants differ?
RQ2b Does the choice of applicants from different regions differ?
RQ2c Does the choice of applicants from families with different characteristics
differ?
RQ2d Does the choice of applicants from different types of secondary schools
differ?
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3.2. Materials and Procedure

The target group of this study is university applicants. In four years, from 2015 to
2018, 7839 responses were collected. The survey was conducted in a paper-based form after
an entrance examination and was entirely voluntarily. Collected responses were further
converted into a machine-readable format. For this study, answers for these four years were
filled into an SPSS file. The results showed that most university applicants are 17-18 age-
old-85% of respondents belong to this age group. Traditionally, Kyrgyz families have many
children; according to applicants’ responses, 51.92% have 4 or more siblings, while 38%
have 2 or 3 siblings. Almost one-third of all applicants-31.43%-are from the Bishkek and
Chuy region, where the university is located®. 33.66% of respondents were from the northern
areas of Kyrgyzstan that are geographically closer to Bishkek and, thus, to the university.
Southern regions of the country that proximity is farther represented by 34.91% of
respondents.

Applicants are represented mainly by graduates of general-education secondary
schools -65% of all applicants. Besides, about 15% of applicants are from lyceums and
gymnasium type of schools. Colleges and vocational schools are represented by less than
6% of applicants.

3.3. Factor Analysis

Questions on the effect of information sources and reasons for choosing this
particular university in the questionnaire allowed multiple responses. Since there were many
items in these questions, a principal component factor analysis was carried out.

How did you learn about the university?

On the question of what promotion activities carried out by the university had an
impact on the choice of the university, there were 12 items. To reduce the dimension, the
factor analysis was carried out. The construct resulted in eight distinct factors with factor
loadings for all variables greater than 0.302. According to the results of the factor analysis,
there are five main factors:

Reference group: friends, family members and graduates,

Secondary school teachers,

Media: TV, newspapers, radio and social media,

University marketing activities: vocational guidance activities, charity activities,
visiting the campus,

o Advertisement: Billboards, advertisements, and occasionally.

3 Bishkek city and the Chuy region were combined since the capital city of Kyrgyzstan, Bishkek, is located in the

Chuy region.
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The cumulative percentage of variances explained by these five factors is 62.827.

Why did you choose this university?

On the 18 items asked to determine factors that influence the choice of this particular
university, the factor analysis resulted in five distinct factors. Factor loadings for variables
were in the range of .225 to .914. Based on the items, these factors were described as:

Economic factors (includes variables: no tuition fee, learning a foreign language,
scholarship, dormitory and nutrition, work opportunities abroad and career
opportunities),

Reputational factors (prestige, reputation, career expectations),
Recommendations (of friends, family members, and other advisers),

Quality of education and academic staff,

The university’s infrastructure  (attractiveness,
environment).

infrastructure,  secure

The cumulative percentage of variances explained by factors is 60.136.

4. Results

4.1. How Applicants Learned About the University

The first analysis of the effectiveness of university information sources showed that
primarily young people learn about universities from friends, including those who are
currently studying at the university or have already graduated: the mean of the "Reference
group" variable was .4759, implying that almost the half of the applicants indicated peers as
the primary source of information about the university. The second and the third most
common ways to learn about the university were media (TV, radio and newspapers) and
internet (including social media), and university marketing strategies such as vocational
guidance activities, charity activities, and organisation of open days for visiting campus

(Table 1).

Table: 1

Mean Differences Tests Results on How Applicants Were Informed About the

University by Gender, Region and Family Structure

Factors

Mean

Mean difference
by gender

Mean difference
by region

Mean difference
by family structure

Himate — Hyemate | Sig-

1-J

Sig.

1-J

Sig.

The reference group
(friend and family)

4759

-.03454 | .015

Hsoutn — Heenter=-07355

.000

Hpotn = Hno mother = —-12772

.002

Media

.1658

-.02602 | .007

Hsouth = tnoren =-07659

.000

—.13707

Haevorced — Mno mother

.006

University marketing activities

.01791 | .040

.070

—.14448

Hno father — Hno mother

.003

Teachers

.02511 | .000

Hcenter = Psouen=-07401

.000

Hpotn = Pno mother = —-07095

University adv.

.00458 | .333

Unorth = Hsourn =-05251

.000

—.07053

Hboth — Mno mother

.006
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Gender

The dependence of university promotion ways on the demographic characteristics of
applicants showed that the male and female applicants pay attention to different sources of
information. This difference was statistically significant except for the university
advertisement activities. According to the test results, male applicants stated they had
learned about the university from secondary school teachers and university marketing
strategies. In contrast, female applicants gather information about the particular university
mostly from family and friends, TV, Radio, and social media (Table 1).

Region of Residence

The university location plays a significant role in promotion activities since it is not
always possible to reach applicants due to geographical location. Therefore, in this section,
the ANOVA test was conducted to see if the university promotion means are effective in
different regions. The division was only due to geographical distance to the university’s
location, and areas were symbolically encoded as southern, central, and northern parts of
Kyrgyzstan.

According to the results, applicants from the south part of the country learned about
the university mostly from family, friends, graduates, and teachers: the difference for the
“reference group” was statistically significant between the responses of applicants from the
south and central part, and south and north parts of the country (Table 1).

As for the “teachers”, the difference was statistically significant between applicants
who graduated from secondary schools in the south and central parts of the country. Besides,
the university promotion activities are most effective for the applicants from central and
north regions. Media and university advertisements reached all areas at the same level-no
statistically significant difference at a 95% confidence interval was observed in the
responses of applicants.

Family Background

To see the effectiveness of university promotion in families with different
backgrounds, the ANOVA was carried out in three dimensions: the family structure, the
number of siblings, and family income.

According to the results of the first analysis on how applicants were informed about
the university, applicants with no mothers indicated a reference group as a source of
information more often than others. In addition, a difference was observed in responses
related to learning about the university from media: applicants from complete families
indicated media, university marketing strategies, and advertisement less as a source of
information about the university than those with no mother (Table 1).
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The number of siblings played a role in cases where applicants had four and more
siblings: they tend to indicate their reference group as the source where they had learned
about the university, and the difference was statistically significant in responses of those
who had two siblings and those who had four and more siblings. In addition, they paid less
attention to university marketing activities and advertisements.

Family income was also indicated as one of the factors defining acquaintance with
universities (Sedahmed & Noureldien, 2019); however, according to the current study, no
difference was observed in this factor among representatives of different income groups.

Type of School

In Kyrgyzstan, several types of secondary schools can award a diploma of secondary
school grade. These schools are the general-education secondary schools, gymnasiums,
lyceum-type schools, and vocational secondary schools and colleges. ANOVA was carried
out to see if the distribution of information about the university depends on the type of
secondary school that students graduated from.

According to the analysis results, the source where applicants get information about
the university differs depending on the type of school. Thus, applicants who graduated from
vocational schools get information from the reference group more often than from other
schools. Teachers in vocational schools and lyceum types of schools were also a source of
information more often than in general-education secondary schools and gymnasiums. The
same can be said about university marketing strategies (Table 2).

Table: 2
ANOVA on How Applicants Were Informed About the University by Type of
Secondary Schools and Language on Instructions at Secondary Schools They
Graduated From

Factors Type _of secondary school _ Language on _instructions at secondary school ]
Mean Difference (1-J) Sig. Mean Difference (1-J) Sig.
Myesch. — Hgenscn, =-105" | 001 Hig — Hry =078 .000
Reference group Hyesch, = Hgym, =125 .000 Hig — ey =205 .001
Hyescn, — Miye, =-110" | 003
Hig — Her =105 037
Media Hgensch—tiye. =039 | 018 My — ey =131 .005
Higg — Heon =101 1023
Hiye. — Hgenscn, =-085" | 000 Hry = Hig =025 032
Hiye. = Hgym. =071" | 000 Her — Hig =150 .000
University marketing activities Mye.sch. — Hgen.scn. =-080" | .000 Hen — Hrg =-179 .000
Mycscn. — Mgym. =-065" | 005 Uer — Py =125 .001
Hen — Hyy =.154 .000
Haye. — Hgen.sch. =.099" .000 Her — Mg =207 .000
Teachers Hiye. = Hgym. =-105: .000 Hon — Hicg =-222 000
Mvcsch. — Mgen.sch. =-069 .000 Per — Py =218 .000
Hvescn. = Hgym. =-075" | 000 Hen — Hpy =233 ,000
University advertisements .355 My — Mg =017 .006

Compared to graduates of other types of schools, students from general-education
secondary schools indicated media more often as a source where they had learned about the
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university. As a final point in this analysis, no statistically significant difference was found
in applicants’ responses concerning university advertisements.

Unlike many universities in Kyrgyzstan, where education is mainly carried out in the
official language of the country-Russian, in the university where the current study was
carried out, the languages of instruction are Kyrgyz and Turkish. As for the Lol in secondary
schools, classes can be in either Kyrgyz or Russian. In addition, some schools provide
education in foreign languages such as English, Turkish, French, Chinese, etc. Therefore, in
the following analysis, the distribution of information about the university in schools with
different languages of instruction was conducted (Table 2).

According to the analysis results, applicants who graduated from the schools with the
Kyrgyz Lol referred to friends and family more often than those who graduated with Russian
and Turkish Lol. Moreover, graduates of schools where education is in foreign languages
indicated as an information source their teachers more often than others did. In addition,
applicants from schools with local (Kyrgyz and Russian) language instruction indicated
media as a source more often and university marketing strategies and advertisements in
fewer cases than those who study in a foreign language at secondary school.

4.2. University Choice by Demographic Characteristics
Gender

In this section, the dependence of the decision-making while choosing a university
was analysed on the demographic background of applicants (Table 3). The frequency count
on the factors affecting applicants' choice showed that the two most important factors when
choosing the university were economic factors and quality of education and academic staff:
the mean of the "economic factors" variable was .6878, and of the "quality of education and
academic staff" variable-.6152. These variables are followed by reputational factors (u =
.3143), recommendations (¢ = .2618), and the least important infrastructure (u = .1861).

Table: 3
T-Test on the Reason of Choice by Gender
Factors Mean Mean Difference Sig.
Economic factors .6878 725
Quality of education and academic staff .6152 Hremate — Hmate =:06698 .000
Reputational factors .3143 Himate — Hremate =-04003 .006
Recommendations .2618 Hmate — Hremate =-02747 022
Infrastructure .1861 .201

The test whether these factors affect the decision-making, independent samples t-test
was conducted. According to the results, male applicants pay more attention to the
university’s reputation and recommendations than females. A statistically significant
difference was also observed in the impact of the quality of education, and academic staff-
female students indicated this factor more often than male applicants did. No difference was
found in the effects of economic factors (i.e., no tuition fee, learning a foreign language,
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scholarship, dormitory and nutrition, work opportunities abroad and career opportunities)
were necessary for both male and female applicants; and infrastructure (attractiveness,
infrastructure, environment) was the least important factor while choosing a university.

Region of Residence

The ANOVA on the dependence of decision-making factors on the region of
residence showed that the quality of education had more impact on the decision of applicants
from the northern part of the country. Applicants from central regions indicated the
university reputational factors as a factor more often than applicants from southern and
northern parts. Yet, the difference was also significant in applicants' responses from these
two regions, with youth from the north being more concerned with the university’s
reputation. Recommendations and university infrastructure were more important for
representatives of the southern regions.

Table: 4
ANOVA on Reasons of Choice by Region of Residence
Factors Mean Mean Difference (I-J) Sig.

Economic factors .6878 .059
i i i noren = Heenter =-04800 .004
Quality of education and academic staff .6152 04632 503
Bcenter = Moren =:09010 .000
Reputational factors .3143 Heenter — Psoutn =-17730 .000
Enorth — Psoutn =:08720 .000
Pnortn = Heenter =-05089 .001
Recommendations .2618 Hsoutn — Mcenter =-08755 .000
Ksoutn — Hnortn =:03666 .022
- =.05200 .000

Infrastructure .1861 Hsouth = Heenter
Hsoutn = Horen =-04436 .002

As for the economic factors, applicants from all regions indicated them as the most
critical factor defining their choice. Table 4 shows the mean differences for the cases where
they were statistically significant at a 95% confidence interval.

Family Background

Similar to the analysis of university promotion means, the impact of family
background on the choice of applicants was tested in three dimensions: the family structure
of applicants, the number of siblings, and family income.

According to the results of the ANOVA on how the family structure impacts
applicants’ decision to choose a particular university, the applicants who have no mothers
indicated the university infrastructure, quality of education and academic staff as main
factors more often than applicants from other groups. The difference was also statistically
significant in responses of applicants without mothers and those from complete families on
the economic factors- the formers indicated economic factors less often (Table 5).
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Table: 5
ANOVA on Reasons of Choice by Family Structure and Number of Siblings
Family structure Number of siblings
Factors - - - -
Mean Difference (1-J) Sig. Mean Difference (1-J) Sig.
Economic factors Mpoth — Hno mother ==-192 .005 .058
Mboth = Hno mother =--142 .000
Quality of education and academic staff Haivorced — Mno mother =+--159 .000 157
Hno father — Hno mother ==-160 .000

. W .
Reputational factors .185 1 — s =120 000
Us — poy =.072° [ .000
Recommendations .318 .310
Mboth = Hno mother ==-133 .000
Infrastructure Haivorced — Mno mother =---112 .003 .067
Hno father — Hno mother =-.138 .000

The differences in the impact of university reputation and recommendations were not
statistically significant. On the other hand, the importance of the university was a less
defining factor for the applicants who came from families with more children.

As for the difference in the impact of the factors on the university choice of applicants
with different family incomes, the only statistically significant difference was found in
responses of applicants whose income is less than 20000 KGS (about 280 US dollars). That
is, applicants whose family income was less stated that the reputational factors were
important for choosing this university less often than their peers from other groups.
However, this difference was insignificant in the group with income lower than 20000 KGS
and higher than 50000 KGS (approximately 700 US dollars).

The impact of economic factors, infrastructure, quality of education and academic
staff, reputation and status of the university, and recommendations were similar in all groups
of respondents.

Type of School

ANOVA was carried out to see if the choice of university depends on the type of
secondary school students graduated from. According to the results, graduates of the
general-education secondary schools pay less attention to the economic factors and
infrastructure of the university when deciding on graduates of lyceums and vocational
schools. In addition, they indicated the university’s reputation less often as a factor in
choosing the university than their peers who graduated from other types of schools. The
difference in the role of infrastructure was also observed in the choice of applicants who
graduated from gymnasiums, lyceums, and vocational schools (Table 6).
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Table: 6
ANOVA on the Reason of Choice by Type of Secondary Schools and Language on
Instructions at Secondary Schools, They Graduated From

Factors Type of secondary school Language on instructions at secondary school
Mean Difference (1-J) Sig. Mean Difference (1-J) Sig.
i Hiye. = Bgenscn. =117 | .000 _
Economic factors Moy — Myeg =097 .001
Bocseh. ~ gensen. =175 | 001 me
Hord.sch. — Hgym. =-067 | .000
Quality of education and academic staff Hiye. — Hgym. =-080 | .001 .068
Hve.sch. = Hgym, =-100 | .003
Kgym. = Hgenscn. =-127 | .000 P = Mg =-149 .000
Reputational factors Hiye, — Bgenscn, =134 | .000 Her — Myeg =186 .006
Hyc.sch. — Hgen.sch. =.138 | .000
Recommendations .080 Hig — My =058 .000
Hiye, — Hgenscn. =076 | .000 Hicg = Moy =048 .000
Hycsch. — Mgensch. =-116 | .000 Hen — Hig =129 .003
Infrastructure £ "
Hiye, — Hgym. =-108 | .000 Her — My =123 .021
Uvc.scn. — Hgym, =-149 | .000 Uon — Py =176" .000

Applicants who came from gymnasiums indicated the quality of education and
academic staff working for the university as an important factor less often than others; the
differences between this group of applicants and other groups were statistically significant.

The test on the dependence of applicants' choice on the Lols in the secondary schools
showed that economic factors and recommendations for students who studied in Kyrgyz
were less critical than those who graduated from secondary schools with the Russian Lols.
The same situation was observed on the “reputational factors” variable. Here, the difference
in impact was also found between this group of students and students who attended schools
with the Turkish Lol (Table 6).

Graduates of secondary schools with foreign Lols (Turkish, English, and others) are
more inclined to choose universities with better infrastructure. The difference was
significant between these groups of applicants and applicants from schools with Kyrgyz and
Russian Lols.

5. Discussions

As Chapleo & O'Sullivan (2017) emphasised that disputes around the marketisation
of HE are timely and considerable, and many topics like HE branding, corporate
communication, the student voice, and corporate reputation appear at the top levels in
universities across the world.

The study results showed five influential sources of information about universities in
Kyrgyzstan. Almost half of the applicants learn about universities from their families,
friends, and graduates. The second and the third most common ways to learn about the
university were media and university marketing strategies such as vocational guidance
activities, charity activities, and the organisation of open days for visiting campus. These
results go in line with findings obtained in Portugal; both Kyrgyzstani and Portuguese
applicants indicated students and graduates as the primary information source about
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universities (Simds & Soares, 2010) and obtained from the USA, where American applicants
precise their decision-making process after physically visiting a university (Pampaloni,
2010: 38).

In some earlier research, a prospectus was the most influential source of information
(Briggs, 2006), followed by open days and websites. Yet, mass media always significantly
promoted universities (Liu et al., 2019). Unlike these findings, according to the current
study, digital sources and university marketing strategies (including open days and campus
visits) served as a source of information to more applicants than advertisements and
brochures. As Eger et al. (2020) state that nowadays, most universities are aware of the need
for communication with applicants and current students through social networks, and it is
no surprise that social network sites represent one of the most common forms of socio-
cultural interaction, in particular for the young generation. In support of this, Bonilla et al.
(2019) suggested that taking into consideration these trends in changing preferences by
applicants, social media administrators must be diligent in communication management and
take into account the habits of their target audience, i.e., future students.

As for the factors affecting university choice, the decision-making process among
Kyrgyz university applicants was determined by five main factors. Economic factors (no
tuition fee, learning a foreign language, scholarship, dormitory and nutrition, employment
opportunities abroad and career opportunities), education quality, and academic staff were
the most significant when choosing a university. Contradictory, for Kurdistan-lraq
applicants cost of the study, was not seen to be highly influential toward their choice (Qasim
etal., 2020). In studies conducted among Italian youth, the economic factors were at the 5th
position out of 8 factors. The quality of education was one of the main factors affecting
choice in Scotland (Briggs, 2006) and Russia (Kalimullin & Dobrotvorskaya, 2016). The
same results were obtained in Vietnam (Le et al., 2019); it is worth mentioning that Vietnam
and Kyrgyzstan are at the same income level. Thus, given the middle-low-income level of
Kyrgyzstan, the economic factor becomes one of the essential factors influencing applicants’
choices. The difference was also in the reputational factors and recommendations, which
affected the choice of about 30% of applicants. In contrast, this factor was the second most
crucial factor in the Italian context (Azzone & Soncin, 2019). The universities' infrastructure
was the least important factor in Kyrgyzstan, with less than 20% of applicants indicating it.
According to a study in Vietnam, university facilities and infrastructure were also less
critical factors (Le et al., 2019). However, in the case of Russia, this factor was middle-
weighted (Kalimullin & Dobrotvorskaya, 2016).

When looking at the gender differences, in the study by Malaysian (Misran et al.,
2012) and German (Obermeit, 2012) researchers, gender had to impact on the decision-
making factors that affect university choice. On the other hand, in the study by Moogan and
Baron (2003) in the UK, the difference was found in male applicants who were introduced
to universities by parents more often than female applicants. The current study showed that
in Kyrgyzstan, mostly male applicants have learned about the university from teachers and
university marketing strategies (vocational guidance activities, charity activities, visiting
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campus). In addition, male applicants' decision to choose a particular university was based
generally on corporate reputation and recommendations. Although the study’s results in
Scotland also revealed a difference in university reputation and quality of faculty factors
influencing the choice of university, with male applicants being more inclined to these
factors, these differences were slightly significant (Briggs, 2006). Moreover, according to
this study, female applicants tend to attribute equal importance to factors like male peers. It
contradicts the findings by Qasim et al. (2020) obtained in Kurdistan-Irag, where female
students displayed less importance in most of the factors than male students.

Another dimension of the current research was on the residential differences of
applicants in terms of information sources and decision-making. Results showed that
university promotion was more effective in Kyrgyzstan’s central and northern parts. Yet, in
southern regions, applicants decide about university choice based on the recommendations;
therefore, the marketing strategies in the south can differ from those in central and northern
parts of the country by enlarging the reference group.

As for the family structure of applicants, both in the way of learning about the
university and in factors that influenced applicants' choice of university, for applicants who
had no mother, the impact of economic factors, quality of education and infrastructure was
less important. The number of siblings was significant in the influence of reputational
factors: there more siblings, the less reputation was important.

As mentioned above, secondary schools in Kyrgyzstan differ by the Lol, and by
types. The languages of instruction are mostly Kyrgyz and Russian; however, in the last two
decades, schools with foreign languages of instruction emerged. As for the school types,
ordered by the difficulty of the programs, they are divided into general-education secondary
schools, gymnasiums (that is, schools with some additional classes), lyceum-type schools
(i.e., schools with a focus on some disciplines) and vocational secondary schools and
colleges (Educational Standards, 2004). In getting information about the university,
graduates of vocational schools mainly indicated the reference group (friends, current
students, graduates, and family) and teachers. Similar results were presented by
Constantinides & Stagno (2011: 21) in the case of the Netherlands; Al-Fattal and Ayoubi
(2013: 214-5) in the case of Syria, and Engin and McKeown (2016: 10) in the case of the
United Arab Emirates, where they expressed that advises from family (sometimes very
insistent) and friends go on playing an essential role in student’s choice of university.

In addition, results showed that those who study in schools with Kyrgyz Lol tend to
discuss the university with a close reference group (mostly parents), while those who study
in schools with foreign Lol indicate teachers more often as a source of information. This
implies that youth who study in Kyrgyz schools are more traditional, as Kyrgyz culture is
generally built on respect for elders. The same result was true in the case of Vietnamese
youth (Le et al., 2019). Graduates of vocational schools and lyceums are more inclined to
pay attention to all factors than graduates of public education schools. Thus, their choice is
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more conscious. Results showed the same tendency exists in schools with the Lol other than
local (Kyrgyz and Russian) languages.

Results of findings on the secondary school type and Lol imply that general-
education secondary schools are less effective in further career guidance for their students.
In addition, considering the evidence provided by the current study, administration in
schools with the Kyrgyz Lol should review their teaching policy and approach, as it further
affects the decision-making on the choice of the university among secondary school
graduates as well.

6. Conclusion

The choice of university is a very complex and multifactorial process that
significantly affects the future of applicants. In Kyrgyzstan, with a 6.4 million population
(NSC KR, 2019), there are 62 universities. Thus, HEIs in the country are functioning in a
very competitive environment. The current study presents evidence of the diversity of
information sources about universities and factors that drive decision-making on the choice
among various universities.

To address the issue of attracting students and making better marketing strategies, the
results of the current study suggest focusing on shaping the so-called "Reference group"
since most of the applicants’ indicated peers as the primary source of information about the
university. In addition, universities should focus on traditional and social media and other
university marketing strategies such as vocational guidance activities, charity activities, and
the organisation of open days for visiting campus.

As for the factors driving students’ decision-making, HEIs should consider economic
factors such as tuition fees and scholarships. These factors are important for all income class
families. Universities should also pay attention to increasing the education quality and
performance level of academic staff, affecting the number of university applicants. Besides,
there were differences in the factors such as gender, region, family structure and secondary
school background of the applicants.

Results suggest that the country's economic development level plays a more critical
role in choosing a university than the shared historical background. Further studies focusing
on the change of factors affecting applicants' choices over the years are expected. In addition,
students’ choice by academic achievements would also contribute to the fields. The research
also highlights the importance of further studies addressing how to evaluate university
reputation in some less developed countries. In addition, in the literature, the effect of the
Lol, type of secondary schools, and the family background of applicants on their choice of
university was rarely taken into account; thus, the study fills this gap.

69



Najimudinova, S. & R. Ismailova & Z. Oskonbaeva (2022), “What Defines the University
Choice? The Case of Higher Education in Kyrgyzstan”, Sosyoekonomi, 30(54), 53-72.

References

Adams, AJ. & T. Hancock (2000), “Work experience as a predictor of MBA performance”, College
Student Journal, 34(2), 211-217.

Al-Fattal, A. & R. Ayoubi (2013), “Student needs and motives when attending a university:
exploring the Syrian case”, Journal of Marketing for Higher Education, 23(2), 204-225.

Aydm, O.T. (2015), “University choice process: A literature review on models and factors affecting
the process”, Journal of Higher Education, 5(2), 103-111.

Azzone, G. & M. Soncin (2019), “Factors driving university choice: a principal component analysis
on Italian institutions™, Studies in Higher Education, 45(12), 2426-2438.

Biaton, L. (2015), “Creating marketing strategies for higher education institutions”, Marketing of
scientific and research organizations, 18(4), 129-145.

Bonilla, M.R. et al. (2019), “Insights into user engagement on social media. Case study of a higher
education institution”, Journal of Marketing for Higher Education, 30(1), 145-160.

Briggs, S. (2006), “An exploratory study of the factors influencing undergraduate student choice: the
case of HE in Scotland”, Studies in Higher Education, 31(6), 705-722.

Chapleo, C. & H. O’Sullivan (2017), “Contemporary thought in higher education marketing”,
Journal of Marketing for Higher Education, 27(2), 159-161.

Constantinescu-Dobra, A. & M.A. Cotiu (2017), “Differences In Candidates Information Needs
When Choosing The Faculty To Attend In The Technical Field”, Annals of Faculty of
Economics, 1(1), 779-788.

Constantinides, E. & M.C. Stagno (2011), “Potential of the social media as instruments of higher
education marketing: a segmentation study”, Journal of Marketing for Higher Education,
21(1), 7-24.

Cati, K. et al. (2016), “Universite tercihlerine etki eden faktorlerin incelenmesi: Tiirkiye genelinde
bir alan arastirmas1”, Yiiksekogretim ve Bilim Dergisi, 6(2), 163-177.

Dao, M.T.N. & A. Thorpe (2015), “What factors influence Vietnamese students’ choice of
university?”, International Journal of Educational Management, 29(5), 666-681.

David, M.E. et al. (2003), “Gender issues in parental involvement in student choices of higher
education”, Gender and Education, 15(1), 21-36.

Drewes, T. & C. Michael (2006), “How Do Students Choose a University? An analysis of
Applications to Universities in Ontario, Canada”, Research in Higher Education, 47(7),
781-800.

Eger, L. et al. (2020), “Facebook for Public Relations in the higher education field: a study from four
countries Czechia, Slovakia, Poland and Hungary”, Journal of Marketing for Higher
Education, 31(2), 240-260.

Engin, M. & K. McKeown (2016), “Motivation of Emirati males and females to study at higher
education in the United Arab Emirates”, Journal of Further and Higher Education,
41(5), 678-691.

Fraser, W.J. & R. Killen (2003), “Factors influencing academic success or failure of first-year and
senior university students: Do education students and lecturers perceive things
differently?”, South African Journal of Education, 23(4), 254-263.

70



Najimudinova, S. & R. Ismailova & Z. Oskonbaeva (2022), “What Defines the University
Choice? The Case of Higher Education in Kyrgyzstan”, Sosyoekonomi, 30(54), 53-72.

Ghansah, B. et al. (2016), “Factors that Influence Students' Decision to Choose a Particular
University: A Conjoint Analysis”, in: International Journal of Engineering Research in
Africa, 27 (147-157), Trans Tech Publications Ltd.

Guilbault, M. (2016), “Students as customers in higher education: reframing the debate”, Journal of
Marketing for Higher Education, 26(2), 132-142.

Jonbekova, D. (2020), “The diploma disease in Central Asia: students' views about purpose of
university education in Kazakhstan and Tajikistan”, Studies in Higher Education, 45(6),
1183-1196.

Kalimullin, A.M. & S.G. Dobrotvorskaya (2016), “Higher Education Marketing Strategies Based on
Factors Impacting the Applicants’ Choice of a University and an Academic Program”,
International Journal of Environmental & Science Education, 11(13), 6025-6040.

Kallio, R.E. (1995), “Factors influencing the college choice decisions of graduate students”,
Research in Higher Education, 36(1), 109-115.

Le, T.D. etal. (2019), “Understanding high school students use of choice factors and word-of-mouth
information sources in university selection”, Studies in Higher Education, 45(4), 808-
818.

Lindblom-Ylénne, S. et al. (1999), “On the predictive value of entry-level skills for successful
studying in medical school”, Higher Education, 37(3), 239-258.

Liu, S. et al. (2019), “The role of mass media in education policies: a Chinese case study”, Journal of
Higher Education Policy and Management, 41(2), 186-203.

Lopez-Bonilla, J.M. et al. (2012), “Reasons which influence on the students’ decision to take a
university course: differences by gender and degree”, Educational Studies, 38(3), 297-
308.

Manoku, E. (2015), “Factors that influence university choice of Albanian students”, European
Scientific Journal, 11(16), 253-270.

Manzoor, S.R. et al. (2020), “Revisiting the ‘university image model’ for higher education
institutions’ sustainability”, Journal of Marketing for Higher Education, 31(2), 220-239.

Maringe, F. (2006), “University and course choice: Implications for positioning, recruitment and
marketing”, International journal of educational management, 20(6), 466-479.

Ministry of Education and Science of the Kyrgyz Republic (2021), The list of Higher Education
Institutions of the Kyrgyz Republic, <https://edu.gov.kg/kg/high-education/unis-system/>,
13.07.2021.

Misran, N. et al. (2012), “Influencing Factors for Matriculation Students in Selecting University and
Program of Study”, Procedia-Social and Behavioral Sciences, 60, 567-574.

Momunalieva, A. et al. (2020), “The quality of higher education in Kyrgyzstan through the eyes of
students”, Quality in Higher Education, 26(3), 337-354.

Mustafa, S.A.A. et al. (2018), “Determinants of college and university choice for high-school
students in Qatar”, International Journal of Higher Education, 7(3), 1-15.

National Statistics Committee of Kyrgyzstan (2019), The resident population of Kyrgyzstan in 2019,
<http://www.stat.kg/ru/statistics/download/operational/769/>, 18.04.2019.

Obermeit, K. (2012), “Students’ choice of universities in Germany: Structure, factors and
information sources used”, Journal of Marketing for Higher Education, 22(2), 206-230.

71



Najimudinova, S. & R. Ismailova & Z. Oskonbaeva (2022), “What Defines the University
Choice? The Case of Higher Education in Kyrgyzstan”, Sosyoekonomi, 30(54), 53-72.

Pampaloni, A.M. (2010), “The influence of organizational image on college selection: what students
seek in institutions of higher education”, Journal of Marketing for Higher Education,
20(1), 19-48.

Qasim, A.M. et al. (2020), “Student university choice in Kurdistan-lraq: what factors matter?”,
Journal of Further and Higher Education, 45(1), 120-136.

Raposo, M. & H. Alves (2007), “A model of university choice: An exploratory approach”, MPRA
Paper, No. 5523: October 31, 2007.

Rika, N. et al. (2016), “Factors Affecting The Choice of HE Institutions by Prospective Students in
Latvia”, Proceedings of CBU International Conference on Innovations in Science and
Education (422-430), March 23-25, Prague.

Sa, C. et al. (2011), “HE (related) choices in Portugal: joint decisions on institution type and leaving
home”, Studies in Higher Education, 36(6), 689-703.

Sedahmed, Z.M. & N.A. Noureldien (2019), “Factors Influencing Students Decisions to Enrollment
in Sudanese Higher Education Institutions”, Intelligent Information Management, 11, 61-
76.

Shumow, L. et al. (1996), “School choice, family characteristics, and home-school relations:
Contributors to school achievement?”, Journal of educational psychology, 88(3), 451-
460.

Sianou-Kyrgiou, E. & I. Tsiplakides (2011), “Similar performance, but different choices: social class
and higher education choice in Greece”, Studies in Higher Education, 36(1), 89-102.

Simdes, C. & A.M. Soares (2010), “Applying to Higher Education: information sources and choice
factors”, Studies in Higher Education, 35(4), 371-389.

State educational standards of school education of Kyrgyzstan of 2004, Chapter VII, Basic
Curriculum Requirements, §7,3.

Van der Zanden, P.J. et al. (2018), “Domains and predictors of first-year student success: A
systematic review”, Educational Research Review, 23, 57-77.

Veloutsou, C. et al. (2004), “University selection: Information requirements and importance”,
International Journal of Educational Management, 18(3), 160-171.

Wilkins, S. et al. (2018), “The resilience of the MBA in emerging economies: student motivations
for wanting an MBA in China and the United Arab Emirates”, Journal of Higher
Education Policy and Management, 40(3), 256-271.

72



. ISSN: 1305-5577

Sosyoek()noml DOI: 10.17233/s0syoekonomi.2022.04.04
RESEARCH oy

ARTICLE Date Submitted: 24.11.2021

Date Revised: 01.08.2022

2022, Vol. 30(54), 73-99 Date Accepted: 04.08.2022

The Mediating Role of Organisational Cynicism on the
Relationship Between Technostress and Job Performance: A
Research on Teachers

Rukiye CAN-YALCIN (https://orcid.org/0000-0003-4500-6935), National Defence University, Tiirkiye;
rcyalcin@kho.msu.edu.tr

Yunus GOKMEN (https://orcid.org/0000-0002-6107-0577), Baskent University, Tiirkiye;
yunusgokmen@gmail.com

Haluk ERDEM (https://orcid.org/0000-0002-1980-9075), National Defence University, Tiirkiye;
halukerdem4244@gmail.com

Ufuk TUREN (https://orcid.org/0000-0002-8729-0690), National Defence University, Tiirkiye;
uturen2011@gmail.com

Teknostres ve is Performansi ilislfisinde Orgiitsel Sinizmin Aracihk Rolii:
Ogretmenler Uzerinde Bir Calisma

Abstract

This study's primary purpose is to examine organisational cynicism's mediating role in the
relationship between technostress and job performance. Data are obtained from 234 teachers working
in public and private schools in Turkey. In the study, correlation and regression analyses have been
performed to determine the relationships and effects between variables, and the structural equation
model has been used to verify the scales of the variables. In addition, the mediation role in the study
has been examined with the bootstrap test in the Process module. Findings show that the validity and
reliability of the scales are ensured by the results of commonly used validity and reliability analysis
methods. Additionally, technostress and organisational cynicism decrease job performance and
technostress significantly increase organisational cynicism. Further mediation analysis reveals that
organisational cynicism partially mediates the relationship between technostress and job performance.
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Oz

Bu ¢alismanin temel amaci, teknostres ve is performansi arasindaki iliskide 6rgiitsel sinizmin
aracilik roliinii incelemektir. Veriler Tiirkiye'de resmi ve 6zel okullarda gorev yapan 234 §gretmenden
elde edilmistir. Caligmada korelasyon ve regresyon analizleri ile degiskenler arasi iligkiler ve etkileri
belirlenmis, yapisal esitlik modeli ile de dlgeklere dogrulayici faktor analizi uygulanmigtir. Ayrica,
caligmada aracilik rolii Process modiiliinde 6nyiikleme testi ile incelenmistir. Bulgular, yaygim olarak
kullanilan gegerlik ve giivenirlik analiz yontemlerinin sonuglariyla olgeklerin gegerlilik ve
giivenirliginin saglandigini gostermektedir. Bulgular, teknostres ve 6rgiitsel sinizmin is performansini
azalttigini ve teknostresin orgiitsel sinizmi 6nemli 6l¢tide artirdigini gostermektedir. Daha ileri aracilik

analizi, teknostres ve i performansi arasindaki iliskide orgiitsel sinizmin kismi aracilik roli oldugunu
ortaya koymaktadir.

Anahtar Sozciikler . Teknostres, Is Performansi, Orgiitsel Sinizm.
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1. Introduction

People are devoting more and more to jobs that provide a positive identity and
position in the social hierarchy or stratification (Ashforth & Mael, 1989). Thus, the work
gains importance not only in economic but also in psychological terms, and people can
experience stress when they cannot cope with the demands of the workplace (Chandra et al.,
2019). Job stress may engender some undesirable outcomes for the individual and ultimately
lead to negative consequences for the organisation since stress usually results in loss of
motivation, absenteeism, decrease in the quality of performance and efficiency (Devi &
Rani, 2016). Though technology is generally assumed to increase efficiency, the effort to
understand its complexity (Chandra et al., 2019), the additional workload (Ardiansyah et al.,
2019) and the speed of technology and mismanaged change process (Tiiren et al., 2015;
Stich et al., 2018) may cause technostress in organisations. The Transaction Theory of Stress
(Lazarus & Folkman, 1984; Cooper et al., 2001) has provided the basis for the theoretical
conceptualisation of technostress for several studies (Ragu-Nathan et al., 2008). According
to the transactional approach, stress emerges as a structure that contains a relationship
between stressor and strain (the individual's response to stressors) (Cooper et al., 2001). In
this context, in workplace stress studies, stressors are events, demands, stimuli or conditions
such as role overload and role conflict that an individual encounters in the
work/organisational environment (Cartwright & Cooper, 1997; McGrath, 1976; Cooper et
al., 2001); strain is individuals’ response as job dissatisfaction, low commitment and job
performance (Jackson & Schuler, 1985; Kahn & Bysosiere, 1992). Job control and social
support systems that organisations can provide to protect employees from the adverse effects
of workplace stress are expressed as situational factors (Karasek, 1979). More recently,
technology in general and information and communication technologies, in particular, have
emerged as a new stress-causing condition (Coovert et al., 2005) and formed the focus of
technostress studies which have revealed that high technostress in an organisation usually
causes low job performance (Jena, 2015; Ragu-Nathan et al., 2008; Tarafdar et al., 2007;
Tarafdar et al., 2011).

Though all organisations embody varying degrees of stress, teaching is among the
most stressful professions (Greenglass & Burke, 2003; Kyriacou, 2001; Klassen et al., 2009).
For teachers who experienced stress due to reasons such as reluctant students, discipline
problems, work overload, and exposure to frequent changes (Kyriacou, 2001; Boyle et al.,
1991) in the past; the use of technology as an integral part of the educational processes has
become a new stressor (Al-Fudail & Mellar, 2008) due to its complex structure, (Miles &
Perreault, 1976; Chandra et al., 2019) and additional workload (Weil & Rosen, 1999;
Ardiansyah et al., 2019). On the other hand, in today’s environment, where the scope of
information, the speed and the way of access to information have all changed, the goal of
schools, as an education organisation, is to train individuals equipped with the skills to reach
and use technology effectively (Sert et al., 2012). In the process of integrating technology
into education, several reasons, such as lack of individual competency, insufficiency of
technical support and time and health problems (Al-Fudail & Mellar, 2008; Syvanen et al.,
2016; Coklar et al., 2016; Efilti & Coklar, 2019; Effiyanti & Sagala, 2018) can trigger
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technostress in teachers in some cases. Besides, technostress studies on teachers mostly seem
to be limited to the matters such as the evaluation of the existing situation, the reasons for
technostress and strategies to buffer or prevent it (Al-Fudail & Mellar, 2008; Syvinenet al.,
2016; Coklar et al., 2016; Efilti & Coklar, 2019; Effiyanti & Sagala, 2018).

The negative sequences of stress and unhappiness of the employees in the
organisations are not limited to performance and can further lead to organisational cynicism,
which causes employees to engage in several negative attitudes and behaviours toward their
organisations (Dean et al., 1998; Nafei, 2013). The transactional theory of stress assumes
that a significant amount of strain, such as being overloaded, may lead employees to feel
their social exchange with the organisation they work for is inequitable or unfavourable and
thus, they may think that they are being exploited by their organisation (Banks et al., 2012).
Additionally, social exchange theory argues that implicit obligations and trust constitute the
basis of social exchange and individuals who enjoy favourable benefits and treatments in
their organisations tend to feel obligated to repay these favours with positive job outcomes,
such as higher performance levels and lower levels of turnover intentions in the workplace
(Karatepe & Ngeche, 2012; Abugre, 2017; Martin, 2011). Accordingly, caused by the strain
and unfavourable circumstances in the work life of the employees, organisational cynicism
deteriorates job performance (Andersson & Bateman, 1997; Dean et al., 1998; Johnson &
O’Leary-Kelly, 2003; Chiaburu et al., 2013). Considering that the primary purpose of
education is to carry the society forward through teaching and preparing individuals, who
are the building blocks of society for the future, we think it is meaningful to explore the
effect of teachers’ technostress level on their cynic behaviours and job performances.

In the literature, there are several studies examining the relationship between
technostress and job performance in different occupational groups (Ragu-Nathan & Ragu-
Nathan, 2007; Jena, 2015; Tarafdar et al., 2011) and organisational cynicism and job
performance (James, 2005; Candan, 2013; Andersson & Bateman, 1997; Dean et al., 1998;
Johnson & O'Leary-Kelly, 2003; Chiaburu et al., 2013) and it has been revealed that both
technostress and organisational cynicism can contribute to poor job performance. On the
other hand, though there are studies indirectly dealing with the relationship between
technostress and organisational cynicism (Chiaburu et al., 2013; Abraham, 2000; James,
2005; Cartwright & Holmes, 2006), limited research available in the literature directly
examines the relationship of the variables in question (Celik & Ozdemir, 2016). In this sense,
for example, Chiaburu et al. (2013) reveal that the strain experienced by employees at the
workplace results in organisational cynicism (Chiaburu et al., 2013). In this context, since
the strain is an individual’s response to stressors, technostress, a new type of job stress, can
be assumed to be an antecedent of organisational cynicism. Similarly, based on the thesis
that job stress and workload are significant predecessors to organisational cynicism
(Abraham, 2000; James, 2005; Cartwright & Holmes, 2006), the results of technostress such
as job stress and work overload are thought to be able to cause organisational cynicism. On
the other hand, the study available in the literature directly on the relationship between
technostress and organisational cynicism, conducted on bank employees, concludes that
technostress significantly increases organisational cynicism (Celik & Ozdemir, 2016). Since

75



Can-Yalgin, R. & Y. Gokmen & H. Erdem & U. Tiiren (2022), “The Mediating Role of Organisational Cynicism on the
Relationship Between Technostress and Job Performance: A Research on Teachers”, Sosyoekonomi, 30(54), 73-99.

a few studies explore this relation, we think it should be examined in different sectors and
professions. Besides, the literature could not reach an integrated study of three variables for
any occupational group.

In the light of the studies and approaches discussed above, the primary purpose of
this study is to explore the mediating role of organisational cynicism on the relationship
between technostress and job performance. In this respect, it is considered that our study's
integrative approach can contribute significantly to the literature. Moreover, several
recommendations, in the light of the findings, are presented for the policy and strategy
makers of the educational institutions, human resources departments and researchers at the
end of the study.

2. Conceptual Framework

2.1. Job Performance

The survival of organisations mostly depends on the performance of human resources
(Onay, 2011). These actions and behaviours of employees may either have productive
features bringing the organisation closer to its goals, or they may also have negative features
estranging the organisation from its goals (Hunt, 1996). Job performance is employees’
measurable behaviours and efforts contributing to organisational goals (Visweswaran &
Ones, 2000). Job performance is often addressed using a two-dimensional concept as task
performance and contextual performance (Motowidlo, 2003; Motowidlo & Van Scotter,
1994). Task performance traditionally refers to the duties and responsibilities in the formal
job description (Griffin et al., 2007). Contextual performance, though not required to be
included in the official job description, is the set of voluntary behaviours that can contribute
to the organisation's overall success and positively impact the social and psychological
environment (Motowidlo et al., 1997; Onay, 2011). While job experience can determine the
task performance, the employee’s personality type can influence the contextual performance
(Motowidlo & Van Scotter, 1994). Many factors such as personality, motivation,
organisational climate, workload and job stress affect job performance (Barrick et al., 2001;
Barrick et al., 2002; Brown & Leigh, 1996; Johari et al., 2018; Devi & Rani, 2016). Along
with the hegemony of new technologies in both private and work life, technostress has
become one of the crucial factors determining job performance (Jena, 2015; Tarafdar et al.,
2007). Technology that brought serious changes in different domains of life, especially in
trade, communication and banking, and has also led to radical changes in individuals’
behaviour and organisational structures and processes (Pamuk et al., 2012). These changes
in different societal layers have also affected educational systems. In this context, teaching
as a profession has social, cultural, economic, scientific and technological dimensions and
requires professional training (Yalin, 2002). Although the teacher's technology knowledge
is considered a necessary and important component among his professional competencies
(Mishra & Kohler, 2006), the adaptation problem between teacher and technology that is
expected to be integrated into the teaching process can lead to technostress for some teachers
(Al-Fudail & Mellar, 2008; Lim, 2012; Coklar et al., 2016). Besides, several studies revealed
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that technostress might have a negative impact on job performance (e.g., Tarafdar et al.,
2007; Tarafdar et al., 2015). At this point, it is thought that technostress which can lead to
negative results for individuals and organisations (Gaudioso et al., 2017), should be
examined further in the context of teachers.

2.2. Technostress and Job Performance

Providing the foundation for several studies, The Transaction-Based approach
explains stress as a physical and psychological response to situations that the individual
perceives as threatening (Lazarus & Folkman, 1984; Cooper et al., 2001). In other words,
stress is an adaptive response to external influences to balance their physical, psychological
and behavioural impacts (Luthans, 1995). It describes the phenomenon of stress with three
main components: stressors, strain and situational factors. Stressors are events, demands,
stimuli, or conditions that individuals encounter in the workplace and feel stressed
(Cartwright & Cooper, 1997). These conditions refer to two broad types of role-related
stressors, including role ambiguity and role conflict (Kahn et al., 1981; Rizzo et al., 1970)
and task-related stressors referring to task characteristics that may result in stress such as
task difficulty and ambiguity (McGrath, 1976). Referring to the behavioural, psychological
and physiological consequences of stress experienced by individuals (Cooper et al., 2001),
strain occurs when individuals are exposed to either role-related or task-related stressors and
manifest itself as outcomes such as reduced productivity, job dissatisfaction (Jex & Beehr,
1991) and task performance (Cooper et al., 2001). Situational factors are organisational
mechanisms that reduce stressors and mitigate their effects (Cooper et al., 2001). They
include social support, role redesign, autonomy, control, and practices such as personnel
policy changes (Jimmieson & Terry, 1998), social support, stress management training,
counselling, and information sharing (Davis & Gibson, 1994). In the most general sense,
stressors increase strain, and situational factors may reduce both strain and the adverse
effects of stress (Cooper et al., 2001). Accordingly, technostress focuses on stress in the
context of stress factors, situation variables and the use of information technology. As it has
become an almost indispensable part of organisations, especially information technologies,
have emerged as a new stressor due to its complex, ever-changing and technically skilled
nature (Coovert et al., 2005; Ragu-Nathan et al., 2008) and, therefore, the transactional stress
approach has become the frequently used theoretical basis in technostress studies. It can be
stated that the focal points of these technostress studies are strain in the context of stressors,
situation variables and the use of information technologies.

Conversely, teaching has been defined as a particularly stressful occupation (Genoud
et al., 2009; Greene et al., 1997; Greenglass & Burke, 2003; Kyriacou, 2001; Travers &
Cooper, 1993). In this context, a wide variety of factors have been stated to lead to stress in
teaching like excessive demands from administrators, colleagues and students, work
overload, unsettled policies, misbehaviours of students, lack of discipline and time pressures
(Greenglass & Burke, 2003; Klassen et al., 2009; Griffith et al., 1999; Boyle et al., 1995;
Kyriacou, 2001). Stress is also associated with using technology at work or home, as
information and communication technologies (ICT) have become an important component
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of people's personal lives and organisational processes (Brod, 1984). In this process, for
teachers, the new requirements brought by the ICT integrated into the educational
institutions have led to a new source of stress, which is defined as technostress and
experienced by different occupational groups (Al-Fudail & Mellar, 2008; Syvénen et al.,
2016; Coklar et al., 2016; Efilti & Coklar, 2019). Initially expressed as technophobia, cyber
phobia, computer phobia, and computer stress (Wang et al., 2008), technostress is a new
type of stress that arises due to the adverse effect of technology (Boyer-Davis, 2019).
Technostress was first defined as a modern disease of adaptation caused by an inability to
cope with the new computer technologies in a healthy manner (Brod, 1984). Later, the
definition was expanded to include any negative impact on attitudes, thoughts, behaviours
or psychology caused directly or indirectly by technology (Rosen & Weil, 1990).

Tarafdar et al. (2007) defined technostress as the stress caused by ICT and used the
socio-technical systems theory to explain it. According to the socio-technical systems
approach, organisations consist of two dimensions: social and technical systems (Trist &
Bamforth, 1951). The first is the social dimension, associated with people’s abilities,
attitudes and values, roles, award systems and authority structures. The technical dimension
refers to the technical or task-related side of work that necessitates process and technology-
based skills. The roles in the organisation are determined in two ways consistent with these
dimensions (Tarafdar et al., 2007). Firstly, roles are determined through the social systems
in which individuals are located. Social systems regulate the organisation's hierarchy,
reporting systems, division and authority structure. Secondly, the roles are formed by
individuals’ tasks and the technical method they interact with. They mostly regulate
hierarchy, coordination mechanisms, reporting systems, division, control and authority
structures, standardisation rules, and centralisation and decentralisation balances. New
technologies, leading to the continuous evolution of tasks and skills, also change individuals’
roles (Tarafdar et al., 2007). New forms of work and organisational structures enabled by
ICT affect individuals® roles in two ways. First, these technologies affect the work
environment and change the role of the individual at work. Second, as organisational tasks
are interdependent, changes in the individual's task may lead to more extensive changes in
formalisation, control span, communication mechanisms, and centralisation level.
Therefore, ICT can affect organisational roles through transformations in tasks and social
processes (Barley, 1990). Changing roles can lead to stress in individuals by causing role
shifts, role overload and role conflicts (Tiiren et al., 2015). The negative emotions caused by
technostress (Joo et al., 2016), which result from rapidly changing and developing
technology (Stich et al., 2018), can also hinder the organisations’ performance.

Amongst the reasons for technostress are many factors such as lack of experience
(Brod, 1982) and performance anxiety caused by endless skill enhancement challenges due
to fast-paced technological changes (Chandra et al., 2019). On the other hand, most
researchers particularly agree that lack of formal and proper training about the technology
used is a significant factor leading to technostress (e.g., Al-Qallaf, 2006; Efilti & Coklar,
2019; Stich et al., 2018). In a study conducted on teachers, it has been evaluated that
technological system failure, lack of technical and social training and support needed to use
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technology, the extension of time for installation and course preparation and inadequate
school culture are reported as potential causes of technostress (Al-Fudail & Mellar, 2008).
Similarly, it has been revealed that teachers’ fear of being unable to control the situation in
case of a system error in the technology leads to increased technostress levels (Lim, 2012).
Thus, teachers’ lack of technology training is the most common cause of technostress.

Considering technostress as an adaptation problem resulting from an employee’s
insufficiency in getting used to and coping with ICT, five dimensions are proposed to explain
the typical situations that technostress can create (Tarafdar et al., 2007). Out of five
dimensions of technostress proposed by Tarafdar et al. (2007), we employ three of them
(techno-overload, techno-complexity and techno-uncertainty) since they are more relevant
to work-life dynamics and the particular industry under focus, similar to Alam (2015) and
Tiiren et al. (2015). Shortly, techno-overload refers to the situation where ICT users are
forced to work faster for longer periods; techno-complexity refers to the state when ICT users
feel incompetent because of constantly developing technology and the strain they feel as a
result of the time and effort required to understand the diverse features of it. Lastly, techno-
uncertainty refers to discomfort and hesitation caused by the need to follow and adapt to
ICT’s continuous change and development.

Technostress affects individuals and organisations (Boyer-Davis, 2019; Weinert et
al., 2019). Many studies about the effects of technostress on different fields such as
librarianship, banking, aviation and education reveal that it has negative effects on several
organisational variables such as absenteeism (Harper, 2000), organisational commitment
(Jena, 2015), job satisfaction (Ragu-Nathan et al., 2008; La Torre et al., 2019), motivation
(Jena, 2015) and productivity (Rafter, 1998).

In light of the theory and studies discussed above, the following hypothesis is
developed:

Ha: There is a significant negative relationship between TS (Technostress) and JP (Job
Performance).

2.3. Technostress and Organisational Cynicism

Cynicism can be defined as sacrificing principles such as honesty and sincerity for
mundane and individual interests (James, 2005). Likewise, organisational cynicism is the
negative attitude of individuals towards the organisation (Dean et al., 1998). It also refers to
the individual’s tendency to criticise the organisation because they believe it lacks integrity,
honesty, justice and sincerity (Davis & Gardner, 2004; Nafei, 2013). These thoughts can
also be accompanied by negative emotions such as anger and humiliation, abasement and
critical organisational statements.

While the ancient Greek philosophers consider cynicism as a personality trait (Mirvis
& Kanter, 1991), modern researchers often prefer to evaluate cynicism as a judgment
through the experiences of individuals (Cole et al., 2006). Referring to learned behaviours,
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organisational cynicism is not only about the feelings that negative people bring to the
organisation, but it is an attitude about the organisation that is shaped by experiences in the
workplace (Johnson & O'Leary-Kelly, 2003; Davis & Gardner, 2004). In this respect,
focusing on the interaction between the person and the environment and suggesting that
stress results from individuals' appraisals of the environment and attempts to cope with
issues that arise, transactional stress theory may provide a way to understand the mechanism
(Lazarus & Folkman, 1984). Arising from several stressors such as work overload or role
ambiguity, the strain may lead the individuals to question organisational procedures. They
also may be irritated by the excess and perceive the organisation does not care about his/her
well-being. Based on the rationale above, we posit that experiencing strain as a result of
stressors at work may result in negative emotions, attitudes and behaviours toward the
organisation, namely organisational cynicism.

Organisational cynicism has three main dimensions as; the cognitive dimension refers
to the thought regarding the absence of integrity in the organisation, the affective dimension
refers to the negative emotions towards the organisation, and the behavioural dimension
represents the tendency to display critical behaviours in parallel with those negative thoughts
and feelings (Dean et al., 1998; Abraham, 2000). Firstly, according to the cognitive
dimension, employees believe that some principles such as justice, sincerity and honesty do
not exist in their organisation, and thus they feel betrayed (Kutanis & Dikili, 2010).
Moreover, since the relationships within the organisation depend on personal interests,
employees may lose values such as sincerity, honesty and righteousness and may display
immoral behaviours (Brandes & Das, 2006). As a result, employees do not take the rules
and relationships within the organisation serious (Dean et al., 1998). Secondly, the affective
dimension deals not only with unfavourable thoughts but also the negative feelings and
includes emotional responses such as disrespect, anger, shame, disappointment, hatred and
moral distortion (Mishra & Spreitzer, 1998). Lastly, the behavioural dimension refers to the
behaviours of cynical employees, such as using humiliating and cynical words about the
organisation, constantly criticising it, and making pessimistic predictions about the
organisation's future (Kutanis & Cetinel, 2010). In the literature, it is stated that many factors
such as violations of the psychological contract, role conflict, long working hours, mobbing,
ineffective leadership and management, inept organisational change efforts and especially
lack of organisational justice may trigger organisational cynicism (Bernerth et al., 2007,
James, 2005; Cartwright & Holmes, 2006: 201; Nafei, 2013). Though organisational
cynicism may change over time with the new experiences of the employee (Dean et al.,
1998), in danger of losing their jobs in an unstable economic environment or an
uncomfortable workplace, employees can develop defence mechanisms, such as dis-
identifying with and satirise the organisation and demoralise colleagues (Mirvis & Kanter,
1991; Abraham, 2000; Wanous et al., 1994; James, 2005). In this vein, organisational
cynicism is a coping method against the hostile, evil and insecure environment or
organisation.

Literature review at the time of writing provides us with a single study by Celik and
Ozdemir (2016) directly investigating the relationship between technostress and
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organisational cynicism. Based on the idea that technostress at work can cause negative
attitudes towards work and organisation, this study reveals that techno-overload positively
affects the three dimensions of organisational cynicism, and techno-uncertainty positively
affects the affective dimension of organisational cynicism. Besides, other studies assert that
the uncertainty factor created by the change processes in organisations may cause the
employees to develop cynical behaviours against the organisation (Wanous et al., 2000;
Abraham, 2000; James, 2005; Lemmergaard, 2009). In this respect, many organisations have
been involved in the change process as ICT has become an indispensable part of
organisational processes. In some cases, employees experience technostress since they
cannot adapt to new technologies (Al-Fudail & Mellar, 2008; Marchiori et al., 2018).
Considering that job stress is an important factor for organisational cynicism (Abraham,
2000; James, 2005: 45; Cartwright & Holmes, 2006) and especially the uncertainty and work
overload brought by the process of change trigger organisational cynicism; technostress as
a new type of job stress can lead to organisational cynicism. In other words, organisational
factors such as work overload (Andersson, 1996; Avey et al., 2008), uncertainty, especially
during organisational change (Andersson, 1996; Avey et al., 2008) and complexity,
especially in structure and tasks (Lemmergaard, 2009) often lead to organisational cynicism.
In this respect, technostress is due to the complex, ever-changing, uncertain and demanding
(Andersson, 1996; Avey et al.,, 2008; Ragu-Nathan et al., 2008; Tarafdar et al., 2007;
Raitoharju, 2005) nature of technology may result in organisational cynicism.

In light of the conceptual reasons discussed above, the following hypothesis is
developed:

H2: There is a significant positive relationship between TS and OC (Organisational
Cynicism).

2.4. Organisational Cynicism and Job Performance

The social exchange theory (Blau, 1964) argues that individuals participate in
relationships that involve the exchange of economic and socio-emotional resources.
Additionally, these resources are exchanged over time in the cycle of reciprocity, and
individuals feel comfortable only if the exchange occurs under balanced conditions (Wayne
et al., 1997). According to the theory, mutual trust and implicit obligations are the basis of
social exchange. If the individuals experience favourable benefits and treatments in the
organisation they work for, they tend to feel obliged to repay these favours (Cropanzano &
Mitchell, 2005; Martin, 2011). In other words, employees enjoying fair treatment and good
human resources practices pay back their organisation by reporting positive job outcomes,
such as higher performance levels and lower turnover intentions in the workplace (Karatepe
& Ngeche, 2012; Abugre, 2017). Accordingly, several studies have revealed that
organisational cynicism- ultimately meaning the employees’ dissatisfaction with their
organisations (Abraham, 2000) - embodies several negative consequences for the employees
and their organisations (Nafei, 2015; Tuna et al., 2018). In the context of different
occupations, organisational cynicism has been stated to be positively related to some
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variables such as absenteeism and unethical behaviours (Andersson & Bateman, 1997),
alienation (Abraham, 2000), resistance to organisational change (Reichers et al., 1997;
Wanous et al., 2000) and job stress (James, 2005). On the other hand, organisational
cynicism has presented a negative relationship with job satisfaction (Abraham, 2000;
Reichers et al., 1997), corporate citizenship behaviours (Andersson & Bateman, 1997; Dean
etal., 1998) and job performance (Andersson & Bateman, 1997; Dean et al., 1998; Chiaburu
et al., 2013; Arslan, 2018; Scott & Zweig, 2021).

Thus, organisational cynicism should be studied in depth in terms of organisations
and executives (Andersson, 1996) since it is considered an attitude that can lead to negative
consequences for both the employees individually and the organisation as a whole (Davis &
Gardner, 2004). Based on the acceptance that “cynicism is everywhere” in organisations
(Dean et al., 1998), it is likely that cynicism may also negatively affect teachers’
performance, who are the building blocks of education and training. In the literature
conducted on the effects of organisational cynicism on teachers, several studies have
reported significant relationships between organisational cynicism and demographic
variables (Chudzicka-Czupala et al., 2014; Kalagan & Giizeller, 2010; Kaygisiz & Dogan,
2012), school culture (Sirin, 2011), organisational commitment (Mousa, 2017; Kilig, 2011)
and organisational citizenship behaviour (Yetim & Ceylan, 2011). However, it is considered
that organisational cynicism is crucial, especially for the teachers, when it is thought that
performance comes to life on students. Due to the possibility that teachers can reflect any
negative attitudes against their institutions on their students, it is considered that
organisational cynicism in teachers may be more destructive than in other occupational
groups. Despite the study concluding that organisational cynicism does not significantly
affect individual performance in teachers (James, 2005), the common approach recognises
that employee’s performance decreases due to perceptions such as disappointment, distrust
against the organisation and lack of perceived organisational justice; all of which are the
results of organisational cynicism (Candan, 2013).

In the light of the conceptual reasons discussed above, the following hypothesis is
developed.

Hs: There is a significant and negative relationship between OC and JP.

2.5. Mediating Role of Organisational Cynicism

On the theoretical basis of the transactional stress approach, factors such as the
required skills, complexity and workload of information technologies are considered new
stressors that lead to technostress (Coovert et al., 2005; Ragu-Nathan et al., 2008). As a new
type of work stress, technostress negatively affects work performance (Jena, 2015; Tarafdar
et al., 2011). Similarly, within the same theoretical context, organisational cynicism is the
evaluation of employees expressing their negative attitudes due to stressors in the workplace
(Johnson & O'Leary-Kelly, 2003; Davis & Gardner, 2004). Technostress emerges as a new
stressor that causes organisational cynicism. On the other hand, based on the social exchange
theory of Blau (1964), employees make an effort to repay only when they experience
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favourable benefits in their organisations; otherwise, if they develop cynical attitudes
towards their organisations, for example, they report negative results such as low job
performance (Dean et al., 1998; Chiaburu et al., 2013; Arslan, 2018; Scott & Zweig, 2021).
Therefore, technostress and organisational cynicism in a workplace seem to be important
factors reducing job performance. Chiaburu et al. (2013) report that psychological strain is
moderately related to organisational cynicism, and organisational cynicism negatively
affects job performance. The psychological strain emerges as a result of individuals’
response to stressors, threatens the well-being of the individuals and leads to stress (Lazarus
& Falkman, 1984; Beehr & Franz, 1987; Beehr, 1998). Besides, it has been revealed that
strain, a consequence of job stress, can cause organisational cynicism (Reichers et al., 1997).
Since technostress at work is a type of technology-related job stress (Tiiren et al., 2015;
Gaudioso et al., 2017), it will cause strain, as assumed in the model of Chiaburu et al. (2013).
In the model, it is also stated that organisational cynicism is negatively related to job
performance. Likewise, several studies report the negative effect of technostress on job
performance (e.g., Tarafdar et al., 2007; Tarafdar et al., 2015; Cahapay & Bangoc, 2021; Li
& Wang, 2021). In short, despite several studies revealing the effect of technostress and
organisational cynicism on job performance, the studies on the mediating role of
organisational cynicism on the relationship between technostress and job performance seem
inadequate. In this respect, to fill the gap in the literature, we develop the following
hypothesis:

Ha: Organisational cynicism level significantly mediates the relationship between
technostress level and job performance.

3. Methodology
3.1. Sample

Today information and communication technologies (ICT) develop exponentially,
and newer products emerge daily. Integrating these technological products into the education
industry is essential and is considered one of the most effective force multipliers for national
development. Teaching is inherently considered among the most stressful professions due
to reluctant students, discipline problems, work overload, and is subject to changes (Boyle
et al., 1995; Kyriacou, 2001; Greenglass & Burke, 2003; Klassen et al., 2009) now has a
relatively new stressor namely the use of technology, which has become an integral part of
the educational processes (Al-Fudail & Mellar, 2008). However, technostress research on
teachers mostly seems limited to the matters such as the evaluation of the existing situation,
the reasons for technostress and how to prevent it (e.g., Al-Fudail & Mellar, 2008; Syvénen
et al., 2016; Efilti & Coklar, 2019). As the key human capital of the industry, teachers use
various educational materials to increase the effectiveness of education. The auxiliary
materials used in education have developed over time in line with technological
developments. Today, integrated use of various educational technologies (interactive
whiteboards, computers, tablets, online educational material, online teaching, web-based
homework and assessment systems) accelerates and becomes commonplace for most
schools. Invading new technologies into the education industry has some side effects of
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organisational change. In a study conducted on teachers, new technology-related issues such
as technological system failure, lack of technical and social training and support, long
installation times and wearing course preparation requirements, inadequate school culture
and diffidence are reported as potential causes of technostress (Al-Fudail & Mellar, 2008;
Lim, 2012).

Organisational cynicism among teachers is also considered a problem for a while. In
the literature, a myriad of studies confirms that teachers’ organisational cynicism level
significantly affects their job performance in a negative way (Andersson & Bateman, 1997;
Dean et al., 1998; Johnson & O'Leary-Kelly, 2003; Chiaburu et al., 2013). However, we
cannot find any research so far addressing those three variables, namely technostress,
organisational cynicism and job performance of teachers. Thus, we decided to conduct this
research based on the data from teachers.

We approached and collected data using random sampling from primary and
secondary education teachers (n=237) in Malatya province in the 2018-2019 school year to
examine the possible mediating effect of organisational cynicism on the relationship
between technostress and job performance. Located in the Eastern Anatolian Region of
Turkey, Malatya has a very similar student enrolment rate to the average of Turkey both in
primary and secondary levels of education (for example, the average enrolment rate in
primary education is 93,23% for Turkey and 93,69% for Malatya) (National Education
Statistics, 2020). Additionally, in terms of socio-economic development ranking Malatya is
among the most developed provinces in the region (SEGE, 2017). It has been evaluated those
teachers working in Malatya, which is similar to the country in terms of enrolment rates and
stands out in the region in terms of socioeconomic development, can be a suitable sample
for our study. The summary of the demographics of the participants is presented in Table 1.

Table: 1
Demographics

Sample Age average Gender Education Experience
%48 Male
Teachers 30.54 (n=114)
N=237 (SD=6.65) %52 Female
(n=123)

%5 Undergraduate
%73 Graduate
%22 Postgraduate

Mean.:11,63 years
(SD= 8.15)

The demographic statistics expressed that 48% of the participants are male, 52% are
women, 5% have undergraduate degrees, 73% have graduate degrees, and 22% have
postgraduate degrees. The participants have an average of 30.54 age with a standard
deviation (SD) of 6.65 and a mean of 11.63 years of work experience with an SD of 8.15.

3.2. Data Collection Instruments

Three scales are employed in this study. Each of their items is answered via a five-
point Likert scale (1=Strongly Disagree, 5=Strongly Agree). Technostress is measured using
the technostress scale developed by Tarafdar et al. (2007), shortened by Alam (2015) to 14
items and adapted to Turkish by Tiiren et al. (2015). It has three dimensions, namely, techno-
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overload, techno-complexity, and techno-uncertainty. For example, “I am forced to change
my work habits to adapt to new technologies”. The organisational cynicism level of
employees is measured through the scale developed by Brandes (1997) and translated into
Turkish by Arslan (2012). The scale has 14 items in total and three dimensions, namely,
affective, cognitive, and behavioural. For example, “I believe that my company (my
organisation) says one thing and does another”. And job performance is measured using the
scale developed by Sigler and Pearson (2000) and translated into Turkish by Col (2008). The
unidimensional scale consists of four items. For example, “I complete my tasks on time”.

3.3. Analyses

While Explanatory Factor Analysis (EFA) is performed to secure the structural
validity of the data for all three scales, Confirmatory Factor Analysis (CFA) is performed to
investigate the factor structures of the scales. Then, reliability analysis is made to test the
internal consistency of the scales. Besides, several tests are employed to check if measures
are affected by common method bias. Correlation and regression analyses are used to
examine the relationships between variables. Finally, the "bootstrap test” is conducted to
analyse the mediating effects.

4. Findings
4.1. Reliability and Validity Analysis

Cronbach's Alfa Test is used to examine the reliability (internal consistency).
Composite reliability (CR) is utilised as a measure of the internal consistency of the factors.
On the other side, to evaluate Convergent Validity, the Average Variance Extracted (AVE)
is employed, and to investigate Discriminant Validity, Maximum Shared Variance (MSV)
and the Average Shared Squared Variance (ASV) are computed. The test results are
illustrated in Table 2.

Table: 2
Reliability Analysis

Scale Factor Item (o) Total (o) CR AVE MSsV ASV
TSO 1-5 0.953 0.955 0.809 0,762 0,456
TS TSC 6-10" 0.917 0.947 0,947 0,817 0,762 0,450
TSU 11-14 0.922 0.924 0.752 0,299 0,218
OCA 1-5 0.933 0,954 0,804 0,774 0,560
oC occC 6-10 0.958 0.960 0.957 0.817 0,728 0,537
oCB 11-13" 0.858 0,919 0,792 0,774 0,569

P JP 1-4 0.923 0.923 0.924 0.753 - -

(*): Item 9 is excluded from the analysis, (**): Item 14 is not included in the analysis, (@)= Cronbach’s Alfa.
(***): Since the scale of JP has one factor, the values of MSV and ASV are not computed.

According to the test results in Table 2, Cronbach’s Alfa of the factors are between
0.923 and 0.960 and are higher than the limit value of 0.7 (Biilbiil & Demirer, 2008).
Additionally, the corrected item-total correlations of the scales are higher than the threshold
value (0.2) (Biiyiikoztiirk, 2007). Furthermore, the overall Cronbach’s Alfa score (0.95) on
the TS scale (these scores in the original [Alarm, 2015] and adapted /Tiiren et al., 2015]
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TS scale are 0.85 and 0.85 respectively), the overall Cronbach’s Alfa score (0.96) of OC
scale (these scores in original [Brandes, 1997] and adapted [Arslan, 2012] OC scale are
0.81 and 0.92 successively) and the overall Cronbach’s Alfa score (0.92) of JP scale (these
scores in original [Sigler & Pearson, 2000] and adapted /Co/, 2008] JP scale are 0.83 and
0.83 respectively) are also greater limited value (0.7). Additionally, Because, CR scores are
greater than the verge value (0.7) and AVE scores are higher than the limit value (0.5), it
can be deduced that there are internal consistency and sufficient convergent validity of the
factors successively (Hair et al., 2014). On the other hand, as MSV and ASV are both lower
than AVE for all the constructs, it can be deduced that discriminant validity is established
(Fornell & Larcker, 1981).

4.2. Structure Validity Analysis
4.2.1. Explanatory Factor Analysis

Explanatory Factor Analysis (EFA) is performed to secure the structural validity of
the data belonging to all three scales. Beforehand, the sample is tested to be appropriate for
factor analysis by using KMO and Bartlett's tests. The test results (KM0O>0.85; p<0.001)
indicate that the sample is appropriate for EFA at a "fine" level (Alpar, 2013). Then,
correlation analysis is employed to understand whether the factors are uncorrelated. Thus,
for those three scales, the Component Matrix has been rotated by utilising the Varimax
method, commonly used in the literature to obtain interpretive and significant factors.
Examining the factor loadings for each scale, it is found that the majority of factor loadings
are greater than 0.60 and the subtraction of factor loadings appearing in any two factors are
greater than 0.1. Thus, it can also be stated that the sample is proper at a “fine” level for
EFA.

Question 9 is removed from the model for the Technostress scale since its
commonalities score is smaller than 0.5 (Hair et al., 2014). Factor loadings contributed to
three factors have ranged between 0.66 and 0.89. The factors obtained show that 82.812%
of the total variance is accounted for, and the scale supports the structural validity. Due to
multiple factor loadings, question 14 is removed from the model in the Organisational
Cynicism scale items are gathered under three factors again, ranging between 0.56 and 0.90;
as expected, 83.044% of the total variance is explained, and the scale supports the structural
validity of this model. For the Job Performance scale, factor analysis shows that items are
located in only one factor. The factor loadings range between 0.91 and 0.92, 81.354% of the
total variance is accounted for, and the scale endorses the structural validity. Factor loadings
are presented in Table 3.
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Table: 3
Factor Loadings
Scale Factor Item Factor Loadings KMO Test Bartlett’s Test(p)
TSO 1-5 0.761-0.867
TS TSC 6-10" 0.659-0.825 0.928 0.000
TSU 11-14 0.817-0.891
OCA 15 0.653-0.849
oC occ 6-10 0.736-0.894 0.940 0.000
ocB 11-13" 0.564-0.902
JP JP 14 0.906-0.923 0.850 0.000

(*): Item 9 is excluded from the analysis, (**): Item 14 is not included in the analysis.

4.2.2. Confirmatory Factor Analysis

Confirmatory Factor Analysis is performed to investigate the factor structures of the
scales through the findings of the Explanatory Factor Analysis. The maximum likelihood
estimation method has been applied in the analysis. According to the results gained from
CFA, all CMIN/df values (CMIN1/df1=1.832 for TS scale, CMIN./df,=2.229 for OC scale,
and CMINs/df;=2.762 for JP scale) are smaller than the threshold level (3). Besides, all of
the fit index values (GFI1:=0.941, GF1,=0.927, GF13;=0.988; AGFI;=0.905, AGFI1,=0.872,
AGFI3=0.941; NFI;=0.967, NFI,=0.964, NFI5=0.992; NNFI;=0.979, NNFI,=0.969,
NNFIs=0.985;  CFI;=0.984, CFI,=0.974, CFl3=0.995 and RMSEA;=0.060,
RMSEA,=0.074, RMSEA:=0.086) are higher/lower than the good fit ranges recommended
by Schermelleh-Engel et al. (2003). Consequently, it can be expressed that all scales promote
structural validity. The details of the DFA measurement model are indicated in Figure 1.

Figure: 1
The DFA Measurement Model

CMIN/DF=3,142; RMSEA=,095; AGFI=,913; GFI= 967; CFI=,986; NFI=,980; NNFl=,974

Note.: Since TS and OC has three factors, they are shown as observed variables.

Consequently, according to the result of the analysis, as stated above, it can be
expressed that all of the scales used in the research are valid and reliable.
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4.3. Common Method Bias

Since the data collection design of this study is cross-sectional, to investigate whether
there is a common method bias in the data, Harman's Single-Factor Test, Common Latent
Factor, and Common Marker Variable techniques (Podsakoff et al., 2003), are employed.
In Harman’s Single-Factor Test, the unrotated factor solution is examined to define the
number of factors required to clarify the variables' variance. A single/one general factor,
representing the generality of the covariance (36.78%), does not release. Besides, in
Common Latent Factor and Common Marker Variable techniques, the common heuristic
values (1.74% and 7.57% successively) are lower than the threshold value (50%). It can be
said that the data of this research is not subject to common method bias.

4.4. The Analysis of the Independent Variables’ Effects on the Dependent
Variable

A correlation analysis has been employed to determine the variables’ associations
with each other. The summary of the correlation analysis is presented in Table 4.

Table: 4
Correlations
Scale TS oC JP
TS 1
oC 0.762" 1
JP -0.834" -0.692" 1

(*): Correlation is significant at the 0.01 level (2-tailed).

A regression analysis has been performed to detect associations between dependent
and independent variables. Factor scores yielded by EFA, which motivate us to be utilised
as variables in the regression model (Johnson & Wichern, 2002) have been used in further
analyses.

Before employing the simple linear regression analysis, it is necessary to test the
normality as the basic assumption of this analysis. The normality of the variables has been
examined using the One-Sample Kolmogorov-Smirnov Test to see whether they are
distributed normally, and it has been found that the distribution of all variables is normal at
95% confidence interval since p>a=0.05 for all variables. The summary results of the
regression analyses for all the hypotheses are shown in Table 5.

Table: 5
The Regression Analyses Summary

Hypothesis R R? Adj. R? Std. Err. F p In\cjea;zie:gjleent D\E/Eg?gtj:izt Supported/Rejected
Hi 0.834 | 0.695 0.694 0.553 535.023 | 0.000 TS JP Supported
Ha 0.762 | 0.580 0.578 0.388 324.807 | 0.000 TS ocC Supported
Hs 0.692 | 0.478 0.476 0.723 215.436 | 0.000 oc JP Supported
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4.5. The Analysis of the Mediating Effect

Zhao et al. (2010) express that the test proposed by Preacher and Hayes (2004) is
generally more robust than Sobel's by representing SAS and SPSS syntax for an alternate
"bootstrap". They also suggest that the indirect effect's bootstrap test should be employed to
scrutinise the mediation effect instead of the Baron- Kenny (1986) "three tests + Sobel"
steps.

We employ the "bootstrap test" recommended by Preacher and Hayes (2004; 2008)
to investigate the mediating effect. The test result is expressed in Table 6.

Table: 6
SPSS Output of Bootstrap Script Testing Indirect Effect*
Hyp. | N 8 [ Boot LL(?:X\bIBuot uei | p o c{ ‘ aixbixci | R | AR? | Supported/Rejected
Hs [237]-01761 | -0.3657 | -0.0244 [0.015 | -1.252 | -13.278 [ 0.000 | 0.220 [ 0.703 [ 0.122 Supported

(*): TS: Technostress, OC: Organisational Cynicism, JP: Job Performance. Model: TS -OC—.JP,

In the model, a: Independent Variable (TS) Mediator (OC) path, b: Mediator (OC) — Dependent Variable (JP) path,
c: Independent Variable (TS) —Dependent Variable (JP) path.

(**) Model: F=276.2223, MSE=0.3001, p:0.000.

Scrutinising the results of the test in Table 6, it can be interpreted that the mean
indirect effect from the bootstrap analysis is negative (a1 x by =-0.1761) and significant
(p=0.0153), with a 95% confidence interval excluding zero (-0.3657 to -0.0244). The direct
effect of independent variable (TS) on dependent variable (JP) is ¢1 (-1.2518) and significant
(p=0.000). As Zhao et al. (2010) specified, if a1 x by x c1 (0.2204) is positive, it expresses
that complementary mediation exists. This shows that the mediator identified complies with
the underlying theoretical framework. Thus, it can be concluded that Hs is supported.

5. Conclusion

This study aims to reveal whether organisational cynicism plays a mediating role in
the relationship between technostress and job performance. Our findings support the causal
chain theorised in this study based on the data collected from teachers. Primarily, it can be
deduced that the validity and reliability of the scales are ensured by the results of commonly
used validity and reliability analysis techniques. Dealing with the first hypothesis, we have
found that technostress reduces job performance, and many other studies in the literature
support this finding (e.g., Tarafdar et al., 2007, 2011; Al-Fudail & Mellar, 2008; Jena, 2015;
Stich et al., 2018; Penado Abilleira et al., 2021). Besides, the results have revealed that
technostress significantly and negatively affects organisational cynicism referring to the
second hypothesis that is in line with the only previously published study conducted by Celik
and Ozdemir (2016). Similarly, it supports the results of studies examining the relationship
between job stress and organisational cynicism (e.g., Abraham, 2000; James, 2005;
Cartwright & Holmes, 2006). Considering that technostress is a type of job stress and an
important determiner for organisational cynicism, and the factors such as uncertainty and
work overload caused by new technologies often escalate organisational cynicism, we think
that as a new type of job stress, technostress can aggravate organisational cynicism. In
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addition, the findings supported the third hypothesis and demonstrated that organisational
cynicism decreases job performance. This finding also seems to be by the results of other
studies in the literature (Andersson & Bateman, 1997; Dean et al., 1998; Chiaburu et al.,
2013; Arslan, 2018; Scott & Zweig, 2021). Expectedly, teachers' negative emotions,
attitudes and behaviours or organisational cynicism towards the education system or school
administration curtail their job performance (Bayram et al., 2017; Sagir & Oguz, 2012). Last
but not least, our most original finding filling the gap in the literature is the significant partial
mediating role of organisational cynicism in the relationship between technostress and job
performance. Based on this finding, we can infer that teachers’ technostress, often caused
by the invasion of new technologies into the educational domain without enough facilitation
and support, may lead teachers to feel negative emotions towards the school administration
or education system and, subsequently, this also may reduce job performance as a result.

5.1. Implications

Today, the education industry experiences an intensely competitive environment in
Turkey as everywhere in the world. Both public and private schools’ efforts to enhance the
quality of education have been observed. Parents are often ready to spend their savings
generously to get an exemplary education for their children. Especially the private schools
have begun to mobilise all the technology opportunities to attract parents and students. In
the meantime, to stay competitive, public schools have also implemented new applications
by integrating new technologies into the educational processes. Along with technological
investments such as the Fatih Project (MEB, 2019), initiated by the government in 2010 with
the aim of the effective and common use of cutting-edge technologies and the Internet in
primary and secondary education and conguering the digital divide in society beginning
from primary schools, technology has intensely accelerated to be used in the education
system. Consequently, technological skills have become necessary beyond a preference for
teachers in public and private schools. These developments may increase the teachers' job
stress, particularly for those who already feel under a certain amount of pressure.

The intense ICT use in educational processes and the complexity and uncertainty
caused by frequent hard and software updates can cause teachers to feel technostress.
Furthermore, the requirement of more time to adapt to new technologies can also increase
the perceived workload, and workload merged with uncertainty about upcoming new
technologies can increase the level of stress. To reduce stress levels and ease the adaptation
process, the need for “on-the-job training” on these technologies should not be ignored.
Proper change management can be advised to support the transition periods to make teachers
feel more comfortable and enhance their learning process. Supporting the learning process
decreases the time required to catch up and adds value to the educational use of ICT earlier.
Supported and encouraged teachers in the change period often will not develop cynic
thoughts, attitudes and behaviours toward school administrations or higher-level authorities
of education in the country.
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Organisational cynicism does not have its roots only in technostress; it has many
other determinants which stimulate negative attitudes towards organisations. Apart from
controlling the level of technostress, the other factors such as hostile, evil and insecure
environment at schools should be addressed by various levels of authorities. As our findings
support it, the interaction between technostress and organisational cynicism worsens job
performance apart from their impacts. Shortly, these two variables are harmful factors
hampering teachers' performance and, thereupon, the education system's overall
performance from the level of an individual student to national education as a whole.

5.2. Limitations and Future Research

This study undoubtedly has some limitations. The cross-sectional experimental
design can be considered a limitation of this study. However, widely advised and encouraged
methods to detect the common method variance are conducted, and it is found that the data
is not subject to common method bias. The fact that this study has been conducted only on
teachers in a province of Turkey is another limitation to the generalizability of the theory.
The association among the variables addressed in this study may be tested with sub-
dimensions on a more significant teacher sample for producing inferences for the profession.
These associations between the variables should be tested in other sectors and cultures to
support the generalizability of the theory. ICT-intensive sectors, such as banking,
informatics, aviation and space, can be advised for future research exploring the relations
among technostress, organisational cynicism and job performance.
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Abstract

This study aims to examine the effect of overconfidence behaviours of the managers of the
companies whose stocks are traded in Borsa Istanbul on the firm value. In the study, a model was
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result of the study, a negative relationship was determined between the change in firm value and the
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Bu caligmani amaci, Borsa Istanbul’da hisse senetleri islem goren firmalarda birlesme ve
satin alma gergeklestiren firma yoneticilerinin agir1 giiven davramslarinin firma degeri tizerine etkisini
incelemektir. Calismada, Tobin g (Model 1), borsa degeri (Model 2) ve girisim degeri (Model 3) i¢in
model olusturulmustur. Caliymanin sonucunda firma degerindeki degisim ile agir1 giiven degiskeni
arasinda negatif yonlii iliski tespit edilmistir. Bu sonuca gore birlesme ve satin alma gergeklestiren
yoneticilerde asir1 giivenin varligi s6z konusu ise firma degeri belirlenirken hatali karar verilebilir. Bu
durum, hissedarlarin servetinde azalmaya yol agar. Bu agidan sirketlerin birlesme ve satin alma
kararlar yoneticilerin agir1 givenleri de dikkate alinarak degerlendirilmelidir.

Anahtar Sozciikler :  Davranigsal Finans, Yonetici Asirt Giiveni, Birlesme ve Satin Alma,
Firma Degeri.
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1. Introduction

One of the methods used by companies to achieve goals such as increasing the value
of the company, growing, maintaining their lives and providing competitive advantage is
company mergers or acquisitions (Ercan & Ureten, 2000: 32). On the other hand, managers
may tend to make merger and acquisition decisions for reasons such as increasing their
power, proving themselves or getting a bonus from their success in the company.
Malmendier and Tate (2004: 3) examined the reasons that led managers to the merger and
acquisition decision regarding behavioural finance and suggested that the managers’
overconfidence was effective in making this decision.

Researchers on overconfidence defined overconfidence as a high level of confidence.
Researchers have suggested that overconfidence behaviour causes individuals to see
themselves as above average even when they are not above average (Liu et al., 2009: 6). In
addition, researchers have determined that an individual's overconfidence can have positive
consequences, as well as cause the individual to stick to wrong decisions (Beckhaus, 2013:
183).

The overconfidence of the managers, who have an important role in the firms, causes
incorrect financial decisions. An incorrect merger or acquisition decision causes a decrease
in the company's cash flows, sales and profits. This negatively affects the firm value, reduces
the shareholders’ wealth, and may even lead to the risk of bankruptcy. In order not to
encounter negative financial results, it should be known whether the overconfidence
behaviour of the manager is effective in the company merger and acquisition decisions. By
examining the managers’ overconfidence, it may be possible to explain the merger and
acquisition decisions that were unsuccessful or did not create the desired synergy.

Traditional finance has assumed that people make rational decisions, are stable, and
try to maximise utility. Behavioural finance, on the other hand, has revealed that anomalies
that affect people's preferences and decisions may arise from human psychology (Ozen &
Ersoy, 2022: 34). Behavioural finance deals with the dimension of irrational human
psychology and behaviour that traditional finance neglects and is not in the efficient market
hypothesis. Behavioural finance researches the illusions in financial decisions and argues
that these illusions can be caused by irrational human behaviour (Tekin, 2019: 294). It is
accepted that the main factor in merger and acquisition decisions, which are among the
financial decisions, is to increase the firm’s value by creating synergy (Gtirsoy, 2007: 757).
While implementing merger and acquisition decisions, rational managers should determine
the firm’s actual value. However, recent developments in behavioural finance show that this
may not be true due to the irrational behaviour of managers (Asaoka, 2019: 9). As Roll
(1986) and Hayward & Hambrick (1997) revealed, in some cases, managers may perform
mergers and acquisitions due to irrational factors such as arrogance and overconfidence in
managers (Chijuka & Momoh, 2018: 54). In this study, it has been researched whether the
overconfidence of the company managers who have made mergers and acquisitions in the
companies listed on Borsa Istanbul affects the company value. This study consists of three
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parts. In the first part of the study, the literature on the effect of managers’ overconfidence
on merger and acquisition decisions was investigated. The second part of the study gives
information about the research and the data used. The third part of the study discussed the
research findings on managers’ overconfidence in firm value in mergers and acquisitions.

2. The Effect of Managers’ Overconfidence on Merger and Acquisition
Decision

Firms frequently make mergers and acquisitions for reasons such as increasing their
market share, gaining tax advantages and providing synergy. Despite this, the desired target
could not be achieved due to most companies’ acquisitions and mergers. In the literature,
the complexity and uncertainty of company mergers or acquisition decision-making
mechanisms have been cited as the reason for this situation (Beckhaus, 2013: 183).
Overconfidence is one of the behaviours that cause the manager to decide to acquire the firm
to make wrong decisions by turning to irrational behaviour. Therefore, merger and
acquisition decisions are an ideal environment to test the effects of managerial
overconfidence. The reasons for this situation can be listed below (Malmendier & Tate,
2004: 2-3).

e Mergers and acquisitions are among the most important corporate decisions and
require the direct supervision of the manager.

o Although there is not only the effect of overconfidence in the company merger and
acquisition decision, psychologists also state that merger and acquisition decisions
are related to overconfidence. Since the managers implement the acquisition
decisions, it is claimed that there is overconfidence in the results that the managers
believe to be under their control and stand firm.

¢ A manager who manages mergers and acquisitions takes over, ostensibly taking
over the current management of the target firm. Therefore, the manager may
underestimate the possibility of failure, which can create the illusion of control in
the manager. In addition, a successful acquisition increases the manager's
professional status and future employment prospects.

e A manager's earnings from a compensation contract depend on the market price
of the firm's stock and hence the results of the manager's acquisition decisions.

e Overconfidence can affect the firm's market values and the wealth of other market
participants due to a merger or acquisition.

In addition, the manager's decisions in a company acquisition or merger negotiations
may cause significant losses for the bidder and the synergies expected to be obtained as a
result of the acquisition (El-Khatip et al., 2012: 4).

Another motivating factor for acquisition is the hubris hypothesis put forward by
Richard Roll (Giirsoy, 2007: 757). The relationship between the merger and acquisition
event and hubris was first revealed in an article by Roll in 1986. Roll formed the hubris
hypothesis based on the assumption that financial markets are in strong, efficient form and
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that all information is reflected in financial markets. Roll (1986) also assumed that there is
no problem in product markets and that managers are employed in the best positions. In his
study, Roll suggested that the manager's hubris behaviour that leads to overconfidence will
cause the wrong determination of the target firm’s value in acquisitions. According to Roll,
if the acquiring firm bids higher than it should be for the target firm, it cannot make a profit.
Also, due to the high bid, the wealth of the target firm’s shareholders will increase. Roll
stated that despite this situation, overconfident managers made the purchase. Therefore, if
overconfident managers make purchases, they may earn lower returns than expected. On the
other hand, according to Roll, it is less costly to mativate overconfident managers who take
risks than managers who are not overconfident (Barberies & Thaler, 2003: 1110; Berlo,
2014: 12; Croci et al., 2010: 368-373; Deo & Shah, 2012: 48; Gervais, 2009: 13).

Baker et al. (2012) stated that research on manager overconfidence based on
managers' firm M&A decisions has shown that the market reacts negatively to the
purchasing decision. Baker et al. (2012) researched the market reaction to the merger
announcements of firms listed on the Toronto Stock Exchange during 1993-2003. As a result
of the study, they determined that the company's good performance in the past drives the
merger and acquisition motivation. They also showed that long-term operating performance
declines significantly for acquirers with superior firm performance in the past. Finally, they
showed that the presence of insider managers helps alleviate the negative perception of
acquisitions by firms with better operating performance or empire-building CEOs.

De Bodt et al. (2014) examined 977 companies that made purchases in the USA and
stated that 95% of them were successful. It has been revealed that acquiring firms bid more
than the amount that maximises the shareholder value of the target firm.

Malmendier and Tate (2004) investigated the effects of manager overconfidence in
their research for Forbes 500 companies. The study results provided evidence that the
managers of firms with high internal financing resources are more likely to engage in
mergers and acquisitions that are unlikely to create value.

Billett and Qian (2005) found that managers tend to be overconfident after a
successful acquisition. As a result, they are more likely to make another acquisition that
negatively affects the firm's stock price.

Doukas and Petmezas (2007) examined whether overconfident managers acted in the
interests of company shareholders in mergers and acquisitions. As a result of the research,
they found evidence that overconfident managers do not get abnormal returns as much as
the abnormal returns obtained by rational managers and that self-attribution triggers
managerial overconfidence.

Malmendier and Tate (2008), in their study using data from 394 large companies in
the USA for the period 1980-1994, concluded that overconfident managers overestimated
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post-acquisition earnings, overpaid to target firms, and made value-destroying mergers and
acquisitions.

Lin et al. (2008) examined hubris behaviour, which is considered an overconfidence
behaviour, using the merger and acquisition data made in Japan between 1989 and 2003. In
their studies, where companies use excessive returns as a variable, negative returns are
obtained in the merger and acquisition event realised by the overconfident managers
(managers with hubris). At the same time, there are positive returns in the merger and
acquisition event recognised by the overconfident managers (managers with non-hubris).
Researchers have determined that overconfident managers (hubris managers) can make
mergers and acquisitions that lose value. They stated that this result is largely consistent with
the overconfidence hypothesis.

Liu et al. (2009) investigated the effect of manager overconfidence on firm
performance in large and small companies that make the acquisition. Their study found that
overconfident managers were more likely to undertake mergers and acquisitions than non-
overconfident managers. Manager overconfidence negatively impacted post-acquisition
returns in the short and long term.

Shah et al. (2018) researched the effect of investor and manager overconfidence on
the firm value of 432 companies traded on the Pakistan Stock Exchange between 2013 and
2017. Dynamic panel analysis was used in the study. The findings obtained as a result of the
research are consistent with the literature that firms with overconfident investors and
managers are characterised by high profitability and cash flows and prefer to use debt
financing. However, it was concluded that the manager's overconfidence could not directly
explain the firm’s value.

Hwang et al. (2020) researched the source of CEO overconfidence that leads to failed
M&As. They also examined whether CEO power could be a source of overconfidence and
how power-led CEO overconfidence influences M&A decision-making. They used a sample
of 13,754 U.S. firm-year observations for the 1996-2014 period. A result of research found
that CEO power increases the probability of a CEO being overconfident. The study
determined that power-led overconfident CEOs tend to complete more deals regardless of
economic circumstances, make stock acquisitions, and make acquisitions relative to non-
overconfident CEOs.

Tang et al. (2020) researched the effect of CEO overconfidence on firm value after
mergers and acquisitions. The study used annual data of 193 firms in the China Stock Market
and Accounting Research Database during the 2008-2015 period. The study showed that
firm value is positively related to CEOs’ overconfidence.

3. Data, Model and Methodology

This study investigates whether the overconfidence of M&A managers affects the
firm’s value. The study examined 62 companies whose stocks were traded in BIST between
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2010 and 2017. These companies have at least two years passed between each merger and
acquisition and have full knowledge of the managers performing mergers and acquisitions.
Information on managers and companies was obtained from the information published on
the KAP (Kamuyu Aydinlatma Platformu-Public Disclosure Platform), the company's
financial statements, annual reports, and company websites. A multiple linear regression
model was used in the research.

3.1. Data
The research’s dependent, independent, and control variables are given below.
3.1.1. Dependent Variables

The firm value will be used as the dependent variable in the study. While calculating
the firm's value, the merger and acquisition announcement date has been determined by
considering the date of approval of the merger and acquisition decision, which was published
on the KAP by the board of directors. After the merger and acquisition announcement date
was determined, firm value calculations were made in three different ways. Each firm value
calculation was used as a separate model study.

In Model 1, the Tobin g model is used as the firm value. The Tobin g model is a
model that provides information about a firm's future investment opportunities. If a firm's
Tobin q ratio is greater than 1, the firm has investment and growth opportunities. The Tobin
g ratio was calculated as follows. This model was also used in Kasiani et al. (2015)'s study,
which researched the relationship between manager overconfidence and firm value.

Tobin g = (Market Value - Book Value of Debts) / Book Value of Total Assets

Tobin q calculation was made separately before and after the merger and acquisition,
considering the 12-month data. The market value is obtained by multiplying the monthly
average closing prices of the stocks with the number of stocks. Then, the pre-and post-
merger Tobin g values were obtained by taking the average of the 12-month Tobin g
calculations made before and after the merger and acquisition. The pre-merger Tobin q value
change to the post-merger Tobin q value is taken as the firm value variable.

The dependent variable to be used as the firm value for Model 2 is the market price
of the firms' stocks. Likewise, the stock market values of the companies were obtained by
multiplying the monthly average closing prices of the stocks with the number of stocks. The
reason the stock market value is used as the company value is the rapid reflection of the
merger and acquisition decisions on the company's stock market value. To determine the
change of the pre-merger stock market value to the post-merger value as the company value,
the monthly stock market value of the companies for 12 months was calculated as follows.

Ry =Py -Pyy_1/ Py

R;;= Change in the firm's stock market value
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P;;= Stock market value of the firm in period t

P;;_1= Stock market value of the firm for the t-1 period

Then, the average stock market values were 12 months before and after the merger
and acquisition announcement date. The firm value variable was obtained by calculating the
difference between these averages.

In Model 3, enterprise value is used for firm value. The enterprise value of each firm
was calculated as follows, taking into account the calculation used in the Taner and Akkaya
(2003) study.

Firm Value = Market Value + Net Cash

Net Cash = (Cash + Securities) - Total Financial Liabilities

To calculate the enterprise value of companies, Net cash is added to the market value
found by multiplying the monthly average closing prices of the stocks by the number of
stocks. This transaction was made separately for the 12 months before the merger and
acquisition transaction and the 12 months after the merger and acquisition transaction.

3.1.2. Independent Variable

The overconfidence variable was used as the independent variable in the study. In the
literature, the personal characteristics of the manager, the stocks held by the managers in
their portfolios, the earnings of the managers and the premiums paid to the managers are
generally used as the overconfidence variable. The idea that personal characteristics are
institutionally important is based on the work of Hambrick and Mason in 1984 (Malmendier
etal., 2020: 1). The literature in corporate finance indicates that the individual characteristics
and overconfidence of managers have a central role in explaining financing decisions such
as investment and merger (Malmendier & Zheng, 2012: 1). Based on this information, the
overconfidence variable was determined by considering the characteristics of the manager.

Demographic features used as overconfidence variables in the literature include the
manager's gender, marital status, age, education, managerial experience, purchasing
transactions made by managers, and how the manager finances the purchase and takes place
on the board of directors. In this study, the overconfidence variable was created based on
these characteristics of the manager.

Manager’s Gender: Studies have found that men and women managers have
overconfidence behaviour. However, men are generally more overconfident than women
(Barber & Odean, 2005; Nofsinger, 2001; Mishra & Metilda, 2015). In the study of Huang
and Kisgen (2013), it was stated that male managers purchase and borrow more than female
managers. In our research, it was requested that the gender of the administrators be taken
into account in the overconfidence variable. However, the gender of the managers could not
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be included in the overconfidence variable since it was determined that the gender of all
managers whose data were fully accessed was male.

Manager's Marital Status: Barber and Odean (2001) found in their research that
male investors are more overconfident than female investors. In addition, the study
determined that the differences in sales turnover and return (yield) performance were more
apparent between single men and single women. In this respect, we wanted to consider the
manager's marital status in the overconfidence variable in our study. However, we found
that all of the managers included in the study were married, except for one. Therefore, the
marital status of the manager was not included in the overconfidence variable.

Manager’s Age: Studies focusing on the impact of manager characteristics on firm
acquisition indicate that young managers are more likely to engage in purchasing activities
due to stronger premiums (compensation incentives). Supporting these findings, Ferris et al.
(2013) emphasised in their study that overconfidence negatively correlates with the person’s
age, as prudence increases with age. For this reason, younger managers take more risks and
achieve higher acquisition power than older managers who exhibit more conservative
decision-making (Kilian & Schindler, 2014: 46; cited from Ferris et al., 2003).

According to the World Health Organization, when the ages of the managers included
in our study are examined, it is seen that the managers are in the young group. Accordingly,
the average age of the managers was taken to determine the youngest managers. Managers
under the age of 41 who are below the average are evaluated as young managers, and 1 point
is given. Managers aged 42 or more were given 0 points and included in the overconfidence
variable.

Manager's Education Level: Bertrand and Schoar (2003) found that systematic
differences in managers' behaviours are partly due to observable managerial characteristics
in their study examining the systematic behaviour differences of managers in corporate
decision-making processes. The study found that managers with MBA degrees followed
more aggressive strategies, while older managers were, on average, more conservative. In
the studies of Mohamed et al. (2012), it was concluded that managers who have been
educated in financial matters have more optimism or overconfidence when making corporate
decisions (Baccar et al., 2013: 293; cited from Mohamed et al., 2012).

In our study, three different scorings were made regarding the education levels of the
managers. Each scoring is included as a separate variable in the overconfidence variable. In
the first scoring, it was taken into account whether the manager had undergraduate and
postgraduate education. This scoring is based on the illusion of knowledge approach in the
literature and the finding that managers with postgraduate education follow more aggressive
strategies. Accordingly, 1 point is given if the manager has a postgraduate education, and 0
points if not. In the second scoring, it is taken into account whether the manager has done
his education on financial issues. If the manager has completed any of his undergraduate or
postgraduate education in financial matters, he is given 1 point; if he has not, 0 points are
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given. The third scoring is based on whether the manager's education is in the country or
abroad. Although there is no such distinction in the literature, country and abroad, education
is included in the variable because it is assumed that the overconfidence level of the person
is effective.

Managerial Experience: Malmendier and Tate (2008) and Yim (2013) found that
as the time spent by a manager in a managerial position increases, the merger and acquisition
activities of the firm also increase. In addition, the authors stated that the cumulative
abnormal returns of the stocks of these firms decreased due to the merger and acquisition
activities. Moreover, the research results showed that the overconfidence levels of the
managers increase as the duration of the managerial increases.

Based on the studies of Malmendier and Tate (2008) and Yim (2013), in this study,
the experiences of the managers were evaluated in two different ways and included in the
overconfidence variable. It was assumed that if the manager had managerial experience in
another firm before M&A, overconfidence would be effective. For this reason, in the
research, 1 point was given if the manager had administrative experience in another
company, and 0 point was given if he did not have managerial experience. In the second
evaluation, the manager's years of management experience in the company where he made
the merger and acquisition were taken into account. Accordingly, the average of the years
of experience of the managers was taken, and managers who worked in the same company
for 14 years or more were given 1 point, and other managers were given 0 points.

Merger and Acquisition Activities of Managers: Billet and Qian (2005) found that
if the managers made more than one merger and acquisition, the cumulative abnormal
returns (CAR) of the company's stocks were negative if the manager made a second merger
and acquisition. The authors stated that the study’s results were consistent with managerial
overconfidence.

Based on the study of Billet and Qian (2005), it is assumed that overconfidence levels
will increase if managers perform two or more mergers and acquisitions. In this study,
managers who made mergers and acquisitions of two or more companies were given 1 point,
and managers who made only one merger and acquisition were given 0 points.

How the Manager Financed the Acquisition: Firm acquisition performance may
be affected by the payment method of the acquisition. In the studies conducted on this
subject, it has been found that cash acquisitions are more than stock acquisitions, that cash
acquisitions can accelerate mergers and acquisitions compared to stock acquisitions and
reduce the likelihood of competing offers (Walter et al., 2007: 334). Managers prefer to pay
cash for M&A because the market perceives acquisitions made through stocks as a negative
signal. The market interprets the acquisition of a company through stocks as an
overvaluation of the stocks of the acquiring company and reacts negatively. In addition,
investors in the market assume that the equity of the acquiring firm is overvalued relative to
the acquired firm’s assets (Borghraef, 2014: 8).
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Based on this information, 1 point is given if the manager finances the merger and
acquisition in cash, and 0 point is given if he finances it on credit or in stock.

Involvement of the Manager in the Board of Directors: Important decisions are
made only by the manager in some companies and by the members of the board of directors
in others. If different managers have different opinions about the decisions to be made in the
firm, the distribution of decision-making authority may affect the decision-making (Adams
etal., 2005: 1404).

In the study of Baccar et al. (2013), it was stated that the probability of CEOs
displaying optimism and overconfident behaviour might decrease in companies with strong
corporate governance mechanisms. Li and Tang (2010) found that if a manager also chairs
the firm’s board of directors, the relationship between manager overconfidence and risk-
taking behaviour will become stronger, and the manager will have more discretion. In the
study of Brown and Sarma (2007), it was stated that having a higher rate of independent
directors on the board of directors will reduce the effect of senior executive overconfidence
and dominance and the probability of the firm making a wrong acquisition decision.

Accordingly, if the manager is on the board of directors, 1 point is given. If he is not
on the board of directors, 0 points are given and included in the overconfidence variable.

Thus, an overconfidence variable was obtained based on managerial characteristics
that cause overconfidence in managers. The overconfidence variable was created by
considering nine categories based on six managerial characteristics, and the values that the
overconfidence variable can take are between 0 and 9.

3.1.3. Control Variables

The purpose of adding a control variable to the research is to add variables that affect
the overconfidence behaviour and the variables that affect the firm value, considering the
overconfidence literature. While determining the control variables, the literature was
assessed and calculated by considering the data of the year before the merger and acquisition,
as in the study of Baker et al. (2012). The control variables included in the research are the
manager's cash flow sensitivity, firm size, profitability, leverage, P/E ratio, and MV/BV
ratio.

Manager's Cash Flow Sensitivity: According to the relationship established
between institutional investment decisions and managerial characteristics in the study of
Malmendier and Tate (2004), it is stated that overconfident managers can stop the investment
decision if there are not too many internal funds in the firm. Based on this information, cash
flows were added to the research as a control variable. In the study, cash flows were
calculated as follows, taking into account the year data before the merger and acquisition,
and based on the analysis of Ali and Anis (2012).

Cash Flows = (Net Profit + Depreciation) - Dividends
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Firm Size: Managers may take more risks in large firms than in small firms (Goel &
Thakor, 2002). Because borrowing in large firms is less costly than in small firms and causes
less bankruptcy probability, this may cause managers to accept riskier investments in their
decisions. According to Ferris et al. (2013), firm size positively affects the manager's bid
behaviour in mergers and acquisitions (Kilian & Schindler, 2014: 28; cited from Ferris et
al., 2013).

Firm size was included in the study as a control variable. Firm size is calculated by
taking the logarithm of the year-end data of total assets before the merger and acquisition.

Profitability: Internal resources created from profitability can lead managers to
invest. For this reason, managers who make merger and acquisition decisions may be
affected by firm profitability. Since the merger and acquisition decision is an asset
acquisition, examining the return on assets is important.

Return on assets is used when evaluating business management, as it shows how
effectively all assets acquired by companies (including tangible and financial investments)
are used (Gokbulut, 2009: 60) and how efficiently the assets are used to generate excess cash
(Kepez, 2006: 94). In our study, the return on assets ratio, which is mainly related to
investment decisions, was used as the profitability ratio. The asset return was calculated
using the data for the year before the merger and acquisition.

Return on Assets (ROA) = Net Profit / Total Assets

Leverage: Kilian and Schinder (2014) stated in their study that the leverage ratio
could play an important role in preventing mergers and acquisitions that may cause a
decrease in the value of the firm. The leverage ratio variable is obtained by dividing the total
liabilities for the year before the merger and acquisition by the total assets.

Leverage Ratio = Total Liabilities/Total Assets

Price/Earnings Ratio (P/E Ratio): Firm performance is effective in the decisions to
be taken by the managers and affects the firm value. Since M&A is an investment decision,
managers consider the firm's performance while making this decision. Managers of well-
performing companies may be more optimistic and/or confident in making investment
decisions. For this reason, the Price/Earnings (P/E) ratio, one of the company performance
indicators, was added to the research as a control variable. The P/E ratio was calculated as
follows (Taner & Akkaya: 2003):

P/E = Market Value / Net Profit

Market Value / Book Value (MV/BV Ratio): Another ratio that provides
information about firm performance is the market value book value (MV/BV) ratio. Like the
P/E ratio, this ratio gives information about the firm’s performance. Therefore, changes in
this ratio may cause companies with good performance managers to behave optimistically
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and/or overconfidently. The MV/BV ratio was calculated as follows (Taner & Akkaya:
2003):

MV/BV = Market Value / Equity

Information on the variables and calculations used in the research to determine the
overconfidence of the managers performing mergers and acquisitions and their effect on the
firm value is given in Table 1 below.

Table: 1
Variables Used in Multiple Linear Regression Analysis
Symbol of Variables | Variable Definitions Formula
Enterorise Value (number of shares issued x stock price) + net cash
EV P net cash = cash + securities -total financial liabilities
T0 Tobin g (market value + book value of debts)
book value of total assets
MV Stock Market Value number of shares issued x stock price
ocC Overconfidence Variable It was created taking into account the demographic characteristics of the managers.
FS Firm Size The logarithm of total assets
ROA Return on Assets (ROA) net profit / total assets
CF Cash Flow (net profit + depreciation) - dividends
LE Leverage total debt / total assets
MVBV Market Value to Book Value Ratio | market value / book value of equity
PE Price to Earnings Ratio market value / net profit
4. Findings

Multiple linear regression analysis was used in the study. The mathematical model
of this study can be written as follows;

Firm Value = o + BOC + BCF + BFS + BROA + BLE +  MVBV + SPE + ¢;

Model: 1 Multiple Linear Regression Results Using Tobin g Value as Firm
Value

Significant results for MV/BV and firm size variables in Modell. The result of the
model is given in Table 2.

Tobing=o+ BMVBV + BFS +¢;

Table: 2
Multiple Linear Regression Results Using Tobin q Value as Firm Value
Constant (C) Fs MVBV R? F
,309 -,025 -,119 ,297 13,528
(0,007) (,064) (,000) (,000)

Values in parentheses indicate p-values.

As a result of the analysis, it was found as R?= 0,297. The model is statistically
significant at 1%. A 1% increase in the MV/BV ratio, the control variable, will result in a
0.119% decrease in firm value. According to the analysis results, the firm value decreases
when there is an increase in the MV/BV ratio of the firm. This result is not similar to the
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results of Birgili and Diizer (2010) and Ayricay and Tiirk (2014). They studied BIST100
(ISE 100) production companies and found a significant positive relationship between stock
market value and MV/BYV ratio. The reason for this may be that the price was used as data
in the study of Ayrigay and Tiirk (2014) (Kiigiikkaplan, 2013: 163). In addition, in our study,
the firm value variable was used in the research as the change in firm value before and after
the merger and acquisition. In our study, the companies that have realised mergers and
acquisitions were taken into account, and the Tobin g value was used as the firm value.

An increase in the MV/BV ratio means that the value of the firm's stocks has
increased. If this ratio is less than 1, the company cannot create value for its shareholders
(Kiiglikkaplan, 2013: 165). When we consider it in terms of the manager’s overconfidence,
we can explain the negative relationship between the MV/BV ratio of the firm and the firm
value as follows. Managers chose the target firm because of its high value. However, the
expected increase in the firm's value did not occur because the firm found its actual value
after the merger or acquisition.

A 1% increase in firm size, a control variable, will decrease the firm value by 0.025%.
A negative relationship was found between firm size and firm value. The change in firm
value in large firms is generally smaller than in smaller firms. The high credibility of large
companies, their easy availability of funds and low cost of funds may lead the managers of
large companies to take more risky decisions. This situation triggers managers to make
investment decisions by acting overconfidence and causes them to make erroneous decisions
that reduce the firm’s value. This result is similar to the study of Ferris, Jayaram and
Sabherwal (2013, cited by Kilian & Schindler, 2014).

As a result of the research, it was concluded that the overconfidence variable did not
affect the firm value statistically significantly. However, the sign of the effect of the
overconfidence variable on the firm value was negative. The negative sign supports studies
that state that manager overconfidence reduces firm value (Malmendier & Tate, 2004; Liu
etal., 2009; Lin et al., 2008; Baker et al., 2012; Liu & Xie, 2011).

Model 2: Multiple Linear Regression Results Using Stock Market Value as
Firm Value

As a result of the variable selection, it was determined that only the leverage ratio
had a significant effect on the firm value. The model with a significant result is as follows,
and the results of the model are given in Table 3.

Stock Market Value = o + BLE + ¢;

Table: 3
Multiple Linear Regression Results Using Stock Market Value as Firm Value
Constant (C) LE R? F
,049 -,001 174 14,712
(,000) (,000) (,000)

Values in parentheses indicate p-values.
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R? = 0,174 obtained as a result of the analysis. The result is statistically significant
and negative. A 1% increase in leverage reduces the firm's value by 0.001%. Excessive use
of debt in firms increases the firm’s bankruptcy risk. This leads to a rise in both the cost of
the firm's equity and the cost of debt. This results in a decrease in the value of the stocks.
This result is similar to Birgili and Diizer’s (2010) study.

In addition, the high leverage ratio in the firm plays a vital role in preventing the
merger and acquisition decisions taken by the managers, which may cause a decrease in the
firm's value (Kilian & Schinder, 2014: 29). As a result of the research, it was concluded that
the overconfidence variable did not affect the firm value statistically significantly. However,
the sign of the effect of the overconfidence variable on the firm value was negative. This
result is similar to Kilian and Schinder’s (2014) study and Yal¢in’s (2014) study, which
found a negative relationship between firm debt level and the overconfidence variable.

Model 3: Multiple Linear Regression Results Using Enterprise Value as Firm
Value

Enterprise value is the firm's value when it is acquired with all its debts and
receivables at the time of its acquisition (Taner & Akkaya, 2003: 3). As a result of the
analysis we made by considering the enterprise value, it was determined that the variable of
overconfidence, the P/E ratio and the MV/BYV ratio had a significant effect on the firm value.
The model with significant results is as follows. The results of the model are given in Table
4.

Enterprise value = o + BOC + BPE +BMVBYV + ¢;

Table: 4
Multiple Linear Regression Results Using Enterprise Value as Firm Value
Constant (C) oc MVBV PE R? F
2,016 -,360 -,812 ,074 ,281 7,154
(,008) (,023) (,025) (,002) (,000)

Values in parentheses indicate p-values.

As a result of the analysis, it was found that R? = 0,281. The effect of the
overconfidence variable on the firm value is at the 1% significance level, and there is a
negative effect. A 1% increase in manager overconfidence reduces the firm value by 0.36%.
This shows that managers underestimate the risk of acting overconfidence and the risk of
investment decisions taken with overconfidence. Thus, managers are overconfidently
optimistic and make the wrong investment decision. This result is similar to the study of
Malmendier and Tate (2004), Liu et al. (2009), Lin et al. (2008), Baker et al. (2012) and Liu
and Xie (2011).

The effect of the price-earnings ratio on firm value is statistically significant and
positive. A 1% increase in the price-earnings ratio increases firm value by 0.074%. A firm
with a high P/E ratio can merge with a firm with a low P/E ratio, thereby increasing the
market value of its stocks and thus achieving the purpose of the merger. In addition, investors
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pay high prices for the firm's stocks, assuming that the firm will grow in the coming years
by not distributing dividends and directing its profits to investors. This result is similar to
Birgili and Diizer’s (2010) study.

According to the significance values of the variables, the increase in the MV/BV
ratio, which is the control variable, causes a decrease in the firm value. A 1% increase in the
firm's market value to book value ratio reduces the firm value by 0.812%. It is seen that the
MV/BV ratio affects the firm value negatively. This result differs from the literature. This is
due to the data used in the research and the mergers and acquisitions of the companies
included in the study, as stated in Model 1.

5. Conclusion

The ability of companies to adapt to the globalising world and to survive in a
competitive market depends on making the right financial decisions. The role of the manager
is vital in the financial decisions taken in the company. Financial decisions affect the value
of the firm. The firm’s high value is also a factor that leads investors to invest in the stocks
of this firm. Considering that maximising the value of the stock is important for all
stakeholders associated with the firm, the financial decisions taken by the firm and the
managers who directly or indirectly influence these decisions are obvious.

Although studies examining managers' irrational behaviours are increasing daily,
there is no consensus. One of the irrational behaviours of managers accepted in the literature
is overconfidence. Research on managerial overconfidence suggests that managers are
optimistic about the firm's financial decisions, underestimate the investment's risk, and
miscalculate the investment's net present value. Overconfident managers may cause a
decrease in the value of the firm by making an investment that should not be made.

This study aims to research whether the overconfidence behaviours of managers who
have made mergers and acquisitions affect the firm value. The contribution of this study to
the literature is that the overconfidence behaviours of managers who have performed
mergers and acquisitions on firm value are researched. Although the effect of manager
overconfidence on firm value has been investigated in the sources, no study has been found
that examines the impact of manager overconfidence on firm value in mergers and
acquisitions.

In this research, the effect of executive overconfidence on firm value in companies
that perform mergers and acquisitions was investigated with the help of three models.
Although no statistically significant result was obtained regarding the effect of manager
overconfidence on firm value in Model 1 and Model 2, it was determined that the direction
of the effect was negative in both models. In Model 3, it has been concluded that
overconfidence in managers who carry out mergers and acquisitions negatively affects the
firm’s value. This result is similar to the studies of Malmendier and Tate (2004), Liu et al.
(2009), Lin et al. (2008), Baker et al. (2012) and Liu and Xie (2011) show.
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Wang (2017) researched the effect of manager overconfidence on M&A decisions
for firms listed on the Shanghai and Shenzhen Stock Exchanges from 2013-2015. As a result
of the research, Wang found that overconfident managers were more likely to implement
mergers and acquisitions. What is desired is the increase in the firm’s value due to merger
and acquisition decisions. In our study, a decrease in the firm value was observed after the
M&A was implemented by the managers who performed M&A and had overconfidence.
The reduction in the firm's value indicates that the manager made a miscalculation and made
an erroneous decision due to overconfidence while making the merger and acquisition
decision. This leads to a decrease in the wealth of the shareholders. For this reason, it is
expected that the detection of manager overconfidence in the merger and acquisition
decision will contribute to the effective merger and acquisition of the firms and the
evaluation of the managers’ decisions by considering the overconfidence.

Malmendier and Tate (2008) and Baker et al. (2012) stated that managers of firms
with past superior operating performance might have overconfidence behaviour. On the
other hand, Malmendier and Tate (2004) drew attention to the fact that managers of firms
with high internal financing may be more overconfident. In this respect, firms with past
superior operating and high internal financing should also consider the effect of manager
overconfidence when making mergers and acquisitions. On the other hand, Wang (2017)
stated that independent directors make independent decisions about the decisions taken by
the firm management. According to the results of our study, there is a negative relationship
between the overconfidence levels of managers who performed mergers and acquisitions
and the change in firm value. For this reason, it may be better for independent valuation
institutions to manage their merger and acquisition decisions. Since these institutions are
outside the company, there is no conflict of benefit with the company. These companies
make decisions to maximise firm value. In addition, the company may decide on mergers
and acquisitions through the board of directors’ meetings with broader participation. Thus,
it may be possible for rational and irrational managers and employees to make better
financial decisions together.

References
Adams, R.B. et al. (2005), “Powerful CEOs and their impact on corporate performance”, The Review
of Financial Studies, 18(4), 1403-1432.

Ali, AM. & J. Anis (2012), “CEO emotional bias and dividend policy: Bayesian network method”,
Business and Economic Horizons (BEH), 7(1232-2016-101100), 1-18.

Asaoka, D. (2019), “Behavioral analysis of mergers and acquisitions decisions”, Corporate Board:
Role, Duties and Composition, 15(3), 8-16.

Ayricay, Y. & V.E. Tiirk (2014), “Finansal oranlar ve firma degeri iliskisi: BIST’de bir uygulama”,
Muhasebe ve Finansman Dergisi, (64), 53-70.

Baccar, A. et al. (2013), “Managerial optimism, overconfidence and board characteristics: towards a
new role of corporate governance”, Australian Journal of Basic and Applied Sciences,
7(7), 287-301.

116



Can, R. & H.1. Dizdarlar (2022), “The Effect of Managers” Overconfidence who have
Made Mergers and Acquisitions on the Firm Value”, Sosyoekonomi, 30(54), 101-119.

Baker, H.K. et al. (2012), “Are good performers bad acquirers?”, Financial Management, 41(1), 95-
118.

Barber, B.M. & T. Odean (2001), “Boys will be boys: gender, overconfidence, and common stock
investment”, The Quarterly Journal of Economics, 116(1), 261-292.

Barber, B.M. & T. Odean (2005), “Advances in behavioral finance”, in: R.H. Thaler (ed.), Individual
Investors (Vol. 2) (443-469), Princeton University Press.

Barberies, N. & R. Thaler (2003), “Handbook of the economics of finance”, in: G.M. Constantinides
et al. (eds), A Survey of Behavioral Finance (1052-1090), Elsevier Science B.V.

Beckhaus, G.M. (2013), “Comply or explain-a flexible mechanism to countervail behavioral biases
in M&A transactions”, University of Miami Business Law review, 21(1), 183, 221.

Berlo, K. (2014), “The Influence of CEO and CFO Overconfidence on Earnings Management”,
Master Thesis, Faculty of Economics and Business, The University of Amsterdam.

Bertrand, M. & A. Schoar (2003), “Managing with style: the effect of managers on firm policies”,
The Quarterly Journal of Economics, 118(4), 1169-1208.

Billett, M.T. & Y. Qian (2005), “Are Overconfident Managers Born or Made? Evidence of Self-
Attribution Bias from Frequent Acquirers”,
<http://www.econ.yale.edu//~shiller/behfin/2005-11/gian-billett.pdf>, 16.09.2017.

Birgili, E. & M. Diizer (2010), “Finansal analizde kullanilan oranlar ve firma degeri iliskisi:
IMKB’de bir uygulama”, Muhasebe ve Finansman Dergisi, (46), 74-83.

Borghgraef, T. (2014), “Acquisition Motives and Methods of Financing”, Master Thesis, Ghent
University.

Brown, R. & N. Sarma (2007), “CEO overconfidence, CEO dominance and corporate acquisitions”,
Journal of Economics and Business, 59(5), 358-379.

Chijuka, 1.M. & H. Momoh (2018), “Hubris hypothesis and model of managerial irrationality
background of the study”, International Journal of Training and Development, 3(2), 53-
73.

Croci, E. et al. (2010), “Managerial overconfidence in high and low valuation markets and gains to
acquisitions”, International Review of Financial Analysis, 19(5), 368-378.

De Bodt, E. et al. (2014), “The Hubris Hypothesis: Empirical Evidence”,
<https://authors.library.caltech.edu/79433/1/sswp1390.pdf>, 23.03.2017.

Deo, M. & A. Shah (2012), “Testing hubris hypothesis of mergers and acquisitions: evidence from
India”, Business & Management Quarterly Review, 3(2), 48-58.

Doukas, J.A. & D. Petmezas (2007), “Acquisitions, overconfident managers and self-attribution
bias”, European Financial Management, 13(3), 531-577.

El-Khatib, R. et al. (2012), “CEO network centrality and merger performance”, SSRN Electronic
Journal, 116(2), 1-60.

Ercan, M.K. & A. Ureten (2000), Firma Degerinin Tespiti ve Yonetimi, Gazi Kitabevi.

Gervais, S. (2009), “Behavioral finance: capital budgeting and other investment decisions”, Fuqua
School of Business Duke University, 3, 1-35.

Goel, A.M. & A.V. Thakor (2002), “Do overconfident managers make better leaders”, Working
Paper, University of Michigan.

117



Can, R. & H.1. Dizdarlar (2022), “The Effect of Managers” Overconfidence who have
Made Mergers and Acquisitions on the Firm Value”, Sosyoekonomi, 30(54), 101-119.

Gokbulut, R.1. (2009), “Hissedar Degeri ile Finansal Performans Olgiitleri Arasindaki iliski ve
IMKB Uzerine Bir Arastirma”, Doktora Tezi, I.U. Sosyal Bilimler Enstitiisii, Istanbul.

Giirsoy, C.T. (2007), Finansal Yonetim Ilkeleri, Dogus Universitesi Yayinlar1.

Huang, J. & D.J. Kisgen (2013), “Gender and corporate finance: are male executives overconfident
relative to female executives?”, Journal of Financial Economics, 108(3), 822-839.

Hwang, H.D. et al. (2020), “The blind power: power-led CEO overconfidence and M&A decision
making”, The North American Journal of Economics and Finance, 52, 101141.

Kasiani, M. et al. (2015), “Managerial overconfidence and firm value”, Indian Journal of
Fundamental and Applied Life Sciences, 5(S1), 2176-2182.

Kepez, M. (2006), “Indirgenmis Nakit Akimlar1 Yontemine (INA) Gore Firma Degerinin Tespiti ve
INA Yo6ntemine Gore Firma Degerlemesi icin Metedolojik Yaklasim”, Doktora Tezi,
Marmara Universitesi, Bankacilik ve Sigortacilik Enstitiisii, Istanbul.

Kilian, S. & A. Schindler (2014), “Influence of CEO Characteristics on Short-Term M&A
Performance”, Master of Degree Project in Corporate and Financial Management, Lund
University.

Kiigiikkaplan, I. (2013), “Istanbul Menkul Kiymetler Borsasinda islem géren iiretim firmalarmin
piyasa degerini agiklayan igsel degiskenler: panel verilerle sektorel bir analiz”, Eskigehir
Osmangazi Universitesi, IIBF Dergisi, 8(2), 161-182.

Li, J. & Y.I. Tang (2010), “CEO hubris and firm risk taking in China: the moderating role of
managerial discretion”, Academy of Management Journal, 53(1), 45-68.

Lin, B.X. et al. (2008), “Hubris amongst Japanese bidders”, Pacific-Basin Finance Journal, 16(1-2),
121-159.

Liu, Y. et al. (2009), “CEO value destruction in M&A deals and beyond”, Long Range Planning, 31,
347-353.

Liu, H. & L. Xie (2011), “CEO hubris, firm investment and firm performance”, Psychology
Research, 05(2011), 1838-658X.

Nofsinger, J.R. (2001), Investment Madness: How Psychology Affects Your Investing... and What To
Do About It, Financial Times Prentice Hall Books.

Malmendier, U. & G. Tate (2004), “Who makes acquisitions? a test of the overconfidence
hypothesis”, NBER Working Paper.

Malmendier, U. & G. Tate (2008), “Who makes acquisitions? CEO overconfidence and the market's
reaction”, Journal of Financial Economics, 89(1), 20-43.

Malmendier, U. & H. Zheng (2012), “Managerial duties and managerial biases”, University of
California at Berkeley Working Paper.

Malmendier, U. et al. (2020), “Managerial duties and managerial biases”, Discussion Paper Series,
DP14929, 1-90.

Mishra, K.C. & M.J. Metilda (2015), “A study on the impact of investment experience, gender, and
level of education on overconfidence and self-attribution bias”, IIMB Management
Review, 27(4), 228-239.

Ozen, E. & G. Ersoy (2022), “Behavioral finance and financial literacy: an evaluation for teachers”,
Journal of Economics and Business Issue, 2(1), 33-44.

Roll, R. (1986), “The hubris hypothesis of corporate takeovers”, Journal of Business, 197-216.

118



Can, R. & H.1. Dizdarlar (2022), “The Effect of Managers” Overconfidence who have
Made Mergers and Acquisitions on the Firm Value”, Sosyoekonomi, 30(54), 101-119.

Shah, S.S.H. et al. (2018), “Investor and manager overconfidence bias and firm value: micro-level
evidence from the Pakistan equity market”, International Journal of Economics and
Financial Issues, 8(5), 190.

Taner, B. & G.C. Akkaya (2003), “Isletme degerini belirleme yéntemleri ve farkli sektorlerdeki
isletmeler tizerine bir uygulama”, Ege Akademik Bakis Dergisi, 3(1), 1-7.

Tang, C.H. et al. (2020), “CEO characteristics enhancing the impact of CEO overconfidence on firm
value after mergers and acquisitions-a case study in China”, Review of Pacific Basin
Financial Markets and Policies, 23(01), 2050003.

Tekin, B. (2019), “Kendine asir1 giiven ve 6l¢gme yontemleri: davranigsal finans kapsaminda bir
literatiir incelemesi”, Anemon Mug Alparslan Universitesi Sosyal Bilimler Dergisi, 7(2) ,
293-308.

Yalgmn, S. (2014), “Asir1 Giiven ve Borg Diizeyi Iliskisi: Bist Ingaat Sektoriinde Ampirik Bir
Inceleme”, Yiiksek Lisans Tezi, Glimiishane Universitesi Sosyal Bilimler Enstitiisii.

Yim, S. (2013), “The acquisitiveness of youth: CEO age and acquisition behavior”, Journal of
Financial Economics, 108(1), 250-273.

Walters, B.A. et al. (2007), “CEO tenure, boards of directors, and acquisition performance”, Journal
of Business Research, 60(4), 331-338.

Wang, Z. (2017), “The Empirical Research on the Influence of Managerial Overconfidence on the
Mergers And Acquisitions Decision”, 2017 International Conference on Service Systems
and Service Management, China.

119



Can, R. & H.1. Dizdarlar (2022), “The Effect of Managers” Overconfidence who have
Made Mergers and Acquisitions on the Firm Value”, Sosyoekonomi, 30(54), 101-119.

120



. ISSN: 1305-5577

SOSYOCkOl’lOIIll DOI: 10.17233/sosyoekonomi.2022.04.06
RESEARCH Lo

ARTICLE Date Submitted: 18.12.2021

Date Revised: 13.03.2022

2022, Vol. 30(54), 121-144 Date Accepted: 12.08.2022

On Optimal Toll Design for Bosporus Crossings

Ozgiin EKICI (https://orcid.org/0000-0001-7053-4735), Ozyegin University, Tiirkiye;
ozgun.ekici@ozyegin.edu.tr

Bogazici Gegisleri icin Optimal Gegis Ucreti Tasarim Uzerine

Abstract

For many years, two toll bridges served commuter demand to cross the strait called Bosporus
in Istanbul, Turkey. An underground connection called the Eurasian tunnel had been recently launched
to relieve the strait's traffic. We study a simple transportation model that incorporates the forces that
have come into play after the opening of the Eurasian tunnel. We find that for welfare maximisation,
the premium paid for using the tunnel should be fixed in the two directions and not excessive. The
current toll regime violates these features, and we recommend its amendment in light of our findings.
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Uzun yillar boyunca, istanbul Bogazi’n1 gegmek isteyen tasitlara iki ticretli koprii hizmet verdi.
Yakin bir zaman 6nce ise, Bogaz’da olusan trafigi rahatlatmak amaci ile Avrasya tiineli ad1 verilen bir
yeralti baglantis1 hizmete agildi. Bu galigmada, Avrasya tiinelinin ag¢ilmasindan sonra devreye giren
giicleri biinyesinde barindiran basit bir ulasim modelini ele aldik. Yaptigimiz analizler, refahin
maksimizasyonu igin, tiinel kullanimi i¢in 6denen primin iki yonde ayni olmasi ve asir1 olmamasi
gerektigini ortaya koyuyor. Mevcut gegis ticret rejimi bu ozellikleri ihlal etmekte. Bulgularimizin
1s1inda meveut gegis ticret rejiminde iyilestirme yapilmasini dneriyoruz.

Anahtar Sozciikler . Trafik Sikisiklig1, Ucretli Koprii, Yar1 Kamusal Diiopol, Regiilasyon,
Bogazici.
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1. Introduction

Traffic congestion is a big problem in Istanbul, Turkey. According to TomTom’s
annually released Traffic Index, Istanbul was the 5™ most congested city in the world in 2020
and the most congested one in 2015 (among over 400 cities). In a recent survey study by
Aydin et al. (2019), Istanbulites ranked traffic congestion as the gravest problem of the town,
above unemployment, urban transformation, and the shortcomings in education and urban
infrastructure. The city’s annual traffic congestion cost is around £2 billion.

The city’s most congested traffic is probably over the Bosporus, a narrow strait that
divides the city into its Asian and European sides. Of the city’s 15 million residents, about
one-third live on the Asian and two-thirds on the European side. As many residents live and
work on two different sides, there is a high daily commuter demand to cross the strait. Until
2016, this demand had been served by two bridges. To relieve the strait’s traffic, an
underground connection was launched in December 2016, called the Eurasian tunnel,
located in the densely populated south of the city®. But the strait’s traffic problem is far from
over, especially in rush hours. As a reference for comparison, the average daily number of
vehicles using the two bridges in both directions was 386,400 in 2015 and 319,710 in 2018;
for details, see (Kara Yollar1 Genel Mudiirligi, 2019; 2016).

In this paper, we study optimal toll design for Bosporus crossings. Tolling vehicles
on congested roads is a common practice around the world. It makes economic sense since
a vehicle’s use of a congested highway leads to negative externalities: for other commuters,
such as longer waiting hours, mental distress, and more fuel costs, and the rest of the society,
as air pollution. Therefore, a toll on a congested road is a corrective tax, preventing overuse
beyond the efficient level. As might be expected, in Istanbul, too, vehicles are tolled on the
strait since the first bridge’s inception.

Our research study is spurred by the changes brought in by the opening of the
Eurasian tunnel. Before then, the commuter demand to cross the strait was served by the two
bridges, which the government owns and operates via its agency, Turkey’s General
Directorate of Highways (GDH). The Eurasian tunnel, however, was funded by private
enterprise under the build-operate-transfer model, and it now has a private operator. This
does not mean that its private operator has complete control over the tunnel’s toll scheme. It
has “guaranteed minimum revenue” and “profit-sharing for parts exceeding guaranteed
revenue” arrangements with the government. Therefore, the tunnel’s terms of operation are
settled in negotiations between the government and the private operator.

In 2016, a third bridge across the strait has become operational, too. But in the rest of this paper, we focus our
attention on the two bridges and the Eurasian tunnel. We assume away the third bridge for two reasons: Frist,
the third bridge is located in the sparsely populated north of the city, and it is primarily used for transit traffic
by buses and long vehicles rather than by Istanbulites. Second, assuming the third bridge helps simplify our
analysis without losing the main insights.
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For many years, the government has used a unidirectional toll regime on the two
bridges, meaning that vehicles are tolled only when they cross Europe to Asia. Indeed,
tolling vehicles only in one direction made much sense until 2016: When alternative
crossings were absent, a car crossing the two bridges in one direction had to come back also
by using the two bridges. Therefore, tolling a vehicle T Liras in each direction was
equivalent in revenue to tolling the vehicle 2T Liras only from Europe to Asia. But the
unidirectional toll regime had its advantages: It helped eliminate the need to install and
operate tolling equipment from Asia to Europe. In this direction, the traffic flow was not
impeded by tolling.

But the opening of the Eurasian tunnel now casts doubt on the effectiveness of a
unidirectional toll regime on the two bridges. Since its inception, in the tunnel, vehicles are
tolled at a fixed rate in both directions. Furthermore, the tunnel’s toll rate is much higher
than the toll rate on the two bridges. To put our discussion in perspective, Table 1 below
presents the toll rates in 2021 for standard automobiles in the tunnel and on the two bridges.

Table: 1
Toll Rates for A Standard Automobile on the Two Bridges and in the Tunnel
Europe > Asia Asia > Europe Roundtrip
Two bridges 13.25 Liras toll-free 13.25 Liras
The Eurasian tunnel 46.00 Liras 46.00 Liras 92.00 Liras
Premium paid for the Eurasian tunnel 32.75 Liras 46.00 Liras

As seen in Table 1, commuters face asymmetric incentives under the effective toll
schemes when they cross from Europe to Asia and from Asia to Europe: The premium paid
for the tunnel is 32.75 Liras from Europe to Asia and 46.00 Liras from Asia to Europe.
Public criticism is also that the tunnel’s toll rate is too high. The opening of the Eurasian
tunnel raises several public policy questions: One question is about the fair distribution of
toll revenue. Note that under the effective toll schemes, a commuter who crosses from
Europe to Asia via the tunnel may divert to the two bridges in the opposite direction since
from Asia to Europe, the bridges are toll-free. But this commuter does not pay a toll to the
government, although in her roundtrip, she uses both the tunnel and one of the two bridges.
But the more important question is about the efficiency of the distribution of the strait’s
traffic load. The premium paid for the tunnel is too high, even in the direction from Europe
to Asia. Arguably, this situation causes too many vehicles to divert to the bridges, leading
to overcongestion (congestion beyond the efficient level) and loss in social welfare.

This paper aims to study the above issues and offer guidance on public policy. To
this end, we introduce a transportation model. Our model is simple, yet it captures the
problem’s main ingredients.

We assume that there are two crossings connecting the two sides of a city, A and E-
as per Asia and Europe. Crossing 1 is privately operated, as per the Eurasian tunnel, and
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crossing 2 is publicly operated, as per the two bridges?. The two crossings may have different
capacities. For instance, in Istanbul, in one direction, there are seven lanes on the two bridges
and two lanes in the tunnel, meaning that the capacity to carry the traffic load is higher on
the two bridges.

We assume a continuum of commuters who wish to transport from side A to E. We
also assume that the model is symmetrically applicable in the opposite direction. Our model
captures the heterogeneity in commuter preferences by assuming that commuters are of two
types: type 1 commuters, whose favourite crossing is 1, and type 2 commuters, whose
favourite crossing is 2. We assume that crossing 1 is “overpreferred” because if each type
uses its favourite crossing, its traffic density (the mass of commuters divided by capacity)
becomes higher. In the Bosporus, arguably, the Eurasian tunnel is the preferred crossing
because its capacity is smaller, and it is located in the densely populated southern part of the
city.

In our model, the incentives faced by a commuter are captured through three cost
items: the rates of toll, the cost of diversion, and the cost of congestion. A commuter using
crossing i pays its rate of toll T;. If i is not her favourite crossing, she also incurs a diversion
cost since she is diverting from her optimal route. Finally, the commuter incurs a congestion
cost. We assume that the rate of congestion cost is a convex function of traffic density. This
assumption is in line with the triangular traffic flow-density curve, commonly used in the
transportation literature. In our model, each commuter uses the crossing that minimises her
aggregate cost. For simplicity, we assume that the demand to cross the strait is inelastic (i.e.,
every commuter crosses the strait).

The focus of our analysis is (social) welfare maximisation. Since tolls are transferred
payments, welfare is maximised when the sum of the diversion and congestion costs is
minimised. Let 4% denote the welfare-maximizing allocation. Let T, and T, be the rates of
tolls for crossings 1 and 2. Thus, T, — T, is the premium paid for using the overpreferred
crossing. Among our findings, the two results that are of greatest practical value are as
follows: In Proposition 1, we show that under u", the traffic density is higher at the
overpreferred crossing (crossing 1). In Proposition 2, we show that there is an optimum
premium level that induces the allocation " .

Simple as they may seem, Propositions 1 and 2 have important implications regarding
the design of the Bosporus toll schemes. They show that for welfare maximisation, the
premium paid for the Eurasian tunnel should be the same in the two directions and not be
set at an excessive rate. The current practice, however, is diametrically opposed to this
finding. Under the existing toll schemes, the tunnel’s premium rate is very high and is not

2 We do not introduce a separate crossing for each bridge in our model since doing so will complicate our analysis

without changing the main insights.
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the same in the two directions. In light of our findings, we recommend lowering the premium
paid for the tunnel and setting the same in the two directions®.

In current practice, as explained above, the government tolls vehicles only on the
bridges when they cross Europe to Asia. It is worth mentioning that the government need
not abandon this historical practice. The strait’s traffic flow can optimally be distributed
across the tunnel and the two bridges while continuing with the historical practice of tolling
vehicles only when they cross Europe to Asia. As an illustration of this point, for the tunnel,
suppose that the optimum premium rate is 20 Liras. Also, as in Table 1, suppose that the
government wants to toll vehicles 13.25 Liras for a roundtrip on the bridges. Then, the
optimal traffic distribution can be achieved in both directions under the following toll
regime: On the bridges, vehicles are tolled 13.25 Liras from Europe to Asia and not tolled
from Asia to Europe. In the tunnel, vehicles are tolled 33.25 Liras from Europe to Asia
(=13.25+20) and 20 Liras from Asia to Europe (=0+20).

The rest of the paper is organised as follows: Section 2 presents the relevant literature.
Section 3 introduces our model. Section 4 presents our results: In Section 4.1, we identify
the welfare-maximizing allocation. Section 4.2 studies the implementation of the welfare-
maximizing allocation as an equilibrium outcome. In Section 4.3, we obtain closed-form
solutions in our model under the simplifying assumption that the rate of the congestion cost
function is linear. In Section 5, we conclude with a summary of our findings. In Appendix
A, we present the triangular traffic flow-density curve and justify our assumption that the
rate of congestion function is convex. In Appendix B, we present two proofs omitted from
the main text.

2. Related Literature

In the analysis of our model, we consider two equilibrium notions: In a “regulated
equilibrium,” we assume that the government controls the toll rates for both crossings. In an
“unregulated equilibrium,” crossing 1’s toll rate is set by its private operator under the profit-
maximization motive. Our analysis based on the unregulated equilibrium notion relates our
study to the literature on mixed-oligopoly markets. In a mixed-oligopoly market, several
profit-maximising firms compete against a welfare-maximizing public enterprise, as
assumed in our model under the unregulated equilibrium notion.

Mixed-oligopoly markets are prevalent worldwide in various sectors such as
healthcare, insurance, banking, energy, steel, postal service, and telecommunications. The
studies in this literature considered the impact on the welfare of the presence of the public
enterprise (Anderson et al., 1997; de Fraja & Delbono, 1989; Ishibashi & Matsumura, 2006),

The first draft of this article was submitted in late 2021. After the submission, in January 2022, the tolling
regime for Bosporus crossings in Istanbul was amended. In addition to the usual annual inflation adjustments
in toll rates, just as for the Eurasian tunnel, on the bridges too, vehicles began to be tolled in both directions at
a fixed rate. Consequently, the premium paid for using the tunnel was fixed in the two directions, which is in
line with one of the main conclusions of our analysis in this paper.
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of the partial privatisation of the public enterprise (Fujiwara, 2007; Matsumura & Kanda,
2005), of the absence of the entry barriers (Anderson et al., 1997; Matsumura & Kanda,
2005), and collective bargaining by public employees (Ishibashi & Matsumura, 2006). For
a survey on mixed-oligopoly games, see Bos (2015). For older surveys, see Condon (1994),
Nett (1993), and De Fraja and Delbono (1989)%.

The transportation model in our paper is customised and tailored to study optimal toll
design for Istanbul’s Bosporus crossings. Therefore, in specific dimensions, it differs from
earlier mixed-oligopoly studies: In our setting, firms (operators of crossings) have zero-cost
functions, the number of firms is fixed, and the goods are heterogeneous (i.e., commuters
have varying preferences over the two crossings). Furthermore, in our setting, firms engage
in a two-way pricing scheme (i.e., they toll vehicles in both directions). However, the most
characteristic feature in our setting is that the level of demand influences a consumer’s
payoff: a commuter’s derived utility from using a crossing decrease when its congestion
level (i.e., its demand level) is higher.

We should also note that there is a line of research in the game theory literature that
studies the congestion of resources. Like our model, self-interested agents route traffic
through a congested network in routing games. The congestion level on the network’s edge
increases with the number of agents travelling through that edge. For studies on routing
games, see Chapter 18 in Nisan et al. (2007) and the references therein. Yet, in these studies,
resources are free for the users, as opposed to in our setting where commuters pay to use the
resources (i.e., the two crossings).

3. Model

Let A and E be the two sides of a city, as per Asia and Europe in Istanbul. We assume
that there is a continuum of commuters [0,1), each with an infinitesimal mass, who wish to
travel from side A to E. Our model is equally applicable when commuters are to travel in the
opposite direction.

Let 1 and 2 be the two crossings that connect the two sides. Crossing 1 is intended to
stand for the Eurasian tunnel in Istanbul. Crossing 2 is intended to stand for the two bridges.

For commuters, crossings 1 and 2 are imperfect substitutes: Under ceteris paribus
conditions (i.e., under similar toll rates and congestion levels), some commuters prefer
crossing 1 over 2, and others prefer crossing 2 over 1. For instance, a commuter will find it
more convenient to use crossing 1 if her home and workplace on sides A and E are closely

4 For other mixed-oligopoly studies, see Merrill and Schneider (1966), Harris and Wiens (1980), Estrin and De
Meza (1995), Cremer et al. (1989), Matsushima and Matsumura (2003), and Casadesus-Masanell and
Ghemawat (2006). For mixed-oligopoly studies in the transportation literature, see Qin et al. (2017), Czerny et
al. (2014), Mantin (2012) and Yang and Zhang (2012).
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located to the endpoints of crossing 1. A route via crossing 2 then takes longer, leading to
increased travel time and fuel expenses.

The heterogeneity in commuter preferences is embodied in our model: We call the
commuters in the intervals [0, x) and [x, 1), in order, type 1 and type 2 commuters. A type i
commuter’s favourite crossing is crossing i, and she incurs a diversion cost if forced to
“divert” to her non-favourite crossing. We assume that the rate of diversion cost,c > 0, is
constant. Thus, a commuter who diverts to her non-favourite crossing incurs a diversion cost
equal to her “infinitesimal mass” multiplied by c. This commuter incurs no diversion cost if
she uses her favourite crossing.

A crossing’s capacity helps determine the traffic load it can carry without causing
much traffic congestion. One way to interpret the capacity of a crossing is as being
proportional to its number of lanes. Nevertheless, other factors may also play a role in
determining a crossing's capacity, such as the road quality and the capacities of the road
networks connected to the crossing’s entry and exit points. We normalise the sum of
capacities of the two crossings to be 1. Let k € (0,1) and 1 — k be, in order, the capacities
of crossings 1 and 2.

The traffic density at a crossing is the ratio of the total mass of commuters using that
crossing to its capacity.

We assume that crossing 1 is overpreferred, and crossing 2 is underpreferred, in the
sense that x > k. In other words, we assume that if every commuter uses her favourite

crossing, crossing 1’s traffic density, % will be greater than crossing 2’s traffic density, i:—i

Notice that the assumption that crossing 1 is overpreferred is in line with the
presumption that under ceteris paribus conditions (i.e., if toll rates were similar), the
Eurasian tunnel would be in high demand by Istanbulites. But the analysis in our paper is
applicable even if this supposition is wrong: If the Eurasian tunnel is the underpreferred
crossing, we can interpret crossing 2 as the Eurasian tunnel and crossing 1 as standing for
the two bridges.

Congestion means the traffic density is too high. In congested traffic, travel times and
fuel expenses are higher, and commuters suffer mental distress. We group such expenses
incurred due to congested traffic under the heading congestion cost. The congestion cost at
a crossing depends on the crossing’s traffic density. We assume that the rate of congestion
cost is a function ¢ of the traffic density t. Thus, a commuter incurs a congestion cost equal
to her “infinitesimal mass” multiplied by ¢(t) when the traffic density is t.

Our analysis builds on certain assumptions about model parameters and commuter
behaviour. For expositional ease, we will introduce these assumptions as they are needed.
Our first assumption is about the rate of congestion function ¢. As given below, we assume
that ¢ is convex.
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Assumption 1: (convexity) ¢'(t) > 0 and ¢"'(¢) = 0 for all ¢t.

Assumption 1 can be justified by the “triangular view” commonly held in the
transportation literature. The triangular view pertains to the traffic flow, defined as the
number of vehicles per minute crossing a reference point on the road. The traffic flow is a
function of the traffic density. According to the triangular view, the traffic flow increases at
a linear rate up to some critical level of traffic density, t*, and then it decreases at a linear
rate above the critical level t*. When the traffic density is below t*, it is called the “free-
flow phase,” and when it is above t*, it is called the “congestion phase.” For the interested
reader, in Appendix A, we show that in the congestion phase, the time spent on a journey
increases convex as traffic density increases. This justifies Assumption 1 in the congestion
phase. In the free-flow phase, however, Assumption 1 would not hold, and the results in our
paper are not applicable. Nevertheless, Istanbul’s Bosporus traffic is most congested, so our
analysis is suitable for most of the day (except for the overnight traffic from, say, from 2:00
am until 6:00 am)®.

Our second assumption pertains to commuter behaviour. As given below, we carry
out our analysis under a “covered market” assumption, which states that commuters always
use one or the other crossing.

Assumption 2: (covered market) Each commuter uses the crossing for which the
aggregate cost that she incurs is smaller. In the case of equality, she uses crossing 2°.

Put differently; the covered market assumption assumes that the commuter demand
to cross the strait is inelastic. It presumes that for each commuter, the willingness to travel
is sufficiently high, or the aggregate cost rate is low enough so that she never opts out of a
journey. In the Bosporus setting, Assumption 2 can be justified on two grounds. First, for
the most part, Istanbulites cross the strait regularly for business purposes rather than for
pleasure. This type of journey can be seen as a “necessity,” not very sensitive to the costs of
toll and congestion. Second, for various reasons, the government does not set a prohibitively
high toll rate on the two bridges-one that would lead to a meaningful fall in demand.
Therefore, our covered market assumption is arguably a good approximation of the real-life
situation in Bosporus traffic. We should also note that Assumption 2 helps simplify our
analysis and obtain closed-form solutions from a modelling perspective.

The two crossings have separate operators. Let operator i be the operator of crossing
i. We assume that crossing 1’s operator is private (as per the Eurasian tunnel) and crossing
2’s operator is public (as per the two bridges).

For studies on the triangular view, see Saberi and Mahmassani (2012), Geroliminis and Sun (2011), Cassidy et
al. (2011), and Geroliminis and Daganzo (2008).

In Assumption 2, the presumption that a commuter uses crossing 2 when the aggregate cost is the same is an
innocuous one, one that brings expositional ease in our analysis.
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Let T; be the rate of the toll that operator i charges a commuter using crossing i. Thus,
if a commuter uses crossing i, she incurs a toll equal to her “infinitesimal mass” multiplied
by T;. The amount T; — T, is the premium that the commuter pays for using the overpreferred
crossing (crossing 1).

The rate of the aggregate cost incurred by a commuter is equal to the sum of the rates
of diversion cost, congestion cost, and the toll that she incurs. For instance, if d and 1 — d
are, respectively, the total masses of commuters using crossings 1 and 2, then the rate of the
aggregate cost incurred by a commuter of type j using crossing i is:

. T1+<p()for]—1andl—1

. T1+C+(p()f0r]—28.ﬂdl—1
o T2+c+(p( )for]—landl—z
. T2+(p( )for]—Zandl—Z

The aggregate cost incurred by a commuter is equal to her “infinitesimal mass”
multiplied by the rate of aggregate cost that she incurs.

An allocation specifies the crossing used by each commuter. Under optimal
commuter behaviour (Assumption 2), all type 1 commuters use crossing 1, or all type 2
commuters use crossing 2. Therefore, we can define an allocation simply as follows: An
allocation is a number u € [0,1], with the interpretation that under y, the commuters in the
interval [0, ) use crossing 1, and the commuters in the interval [, 1) use crossing 2. Notice
that if 4 = 0, every commuter uses crossing 2, and for u = 1, every commuter uses crossing
1.

Let u(Ty, T,) be the allocation induced under optimal commuter behavior when the
rates of tolls are T; and T,7. Then, operator 1°s toll revenue is T, u(T;, T,), and operator 2’s
toll revenue is Tz(l — u(Ty, Tz)). We assume that operating costs are negligible, and hence,
an operator’s profit is equal to its toll revenue. But the results in our paper remain unchanged
if operating costs were non-negligible but fixed. Because in that case, too, operators would
be maximising their profits by maximising their revenues.

4. Results

4.1. Welfare Maximisation

In this subsection, we identify the allocation that maximises social welfare.

" The allocation u(Ty, T,) is unique. We leave the easy proof to the interested reader.
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Welfare maximisation necessitates minimising the costs to society. Note that tolls are
transferred payments from commuters to the operators of the two crossings. Therefore, the
social costs include only the total congestion and diversion costs.

Let TDC (u), TCC(u), and SC(u) denote, respectively, the total diversion cost, the
total congestion cost, and the social cost under the allocation y. Then:

TDC(u) =c |u— x|
e = ue (§) + - we (%)
SC(u) =TDC(w) + TCC (1)

With some algebra, one can show that the first two derivatives of the function TCC (1)
are as follows:

roco=[o(9)- o (2] + o () 20 (2)
rocro= 2o (9 + 20 (2] + o () e (2)

By Assumption 1, we have ¢’ > 0 and ¢"" = 0. Therefore, we obtain that TCC" >
0. Furthermore, when we plug in u = k, we get TCC'(k) = 0. We present these findings in
Lemma 1.

Lemma 1: Under Assumptions 1 and 2, TCC" > 0and TCC'(k) = 0.

Let u* denote the welfare-maximizing allocation: i.e., SC(u) is minimized for u =
u”. Also, let u® and u¢ denote, in order, the allocations that minimise the total diversion
cost and the total congestion cost. Proposition 1 characterises these allocations.

Proposition 1: Under Assumptions 1 and 2, we have:
Md =x, ‘uc =k

uW =xif TCC'(x) < c¢

u” € (k,x) and u solves TCC' (u¥) = cif TCC'(x) > ¢
Proof

The total diversion cost is zero and minimised when each commuter uses her
favourite crossing. Thus, u® = x. Also, by Lemma 1, we get u€ = k.

Letu > x. Then, TDC'(u) = ¢ > 0. Also, since u > k, by Lemma 1, TCC'(u) > 0.
Then, SC'(w) =TDC'(u) + TCC'(u) > 0. But then the allocation u cannot be welfare-
maximizing. Thus, % ¢ (x, 1].
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Suppose that TTC'(x) < c. Let u < x. Then, TDC'(u) = —c. Note that, by Lemma
1, TCC" > 0. Since TTC'(x) <c and u < x, the fact that TCC" > 0 implies that
TTC'(u) < c. Then, SC'(u) =TDC'(u) + TCC'(u) < 0. But then the allocation u cannot
be welfare-maximizing. Thus, we get u% = x.

Suppose that TCC'(x) > ¢. By Lemma 1, we have TCC'(k) =0 and TCC" > 0.
These facts imply that there exists an allocation u* € (k, x) such that TCC'(u*) = c. Since
©* < x, we also get TDC'(u*) = —c. Thus, we get SC'®) = TDC'(u*) + TCC'(u*) = 0.
Thus, SC () is minimized for u = u*. Thus, we have u* = u*. This completes our proof.

Proposition 1 states that the total diversion cost is minimises when each type uses its
favourite crossing. It also says that the total congestion cost is minimised when the traffic
distribution is balanced (i.e., when the two crossings have the same traffic density).

We say that the traffic distribution is balanced if the two crossings have the same
traffic density (i.e., when they are equally congested). Note that the traffic density is
balanced for u = k. As given in Proposition 1, the total congestion cost is minimised when
the traffic distribution is balanced (i.e., u¢ = k).

Finally, note that Proposition 1 states that u* € (k, x], meaning that the welfare-
maximizing allocation leads to unbalanced traffic distribution. Proposition 1 says that the
traffic density should be higher at the overpreferred crossing (i.e., crossing 1) for welfare
maximisation. Suppose the Eurasian tunnel is the overpreferred crossing. In that case, the
policy implication is as follows: For social welfare maximisation, the traffic density in the
Eurasian tunnel should not be less than that on the two bridges. Therefore, it is not optimal
to set too high a toll rate on the Eurasian tunnel that would divert away too many commuters
to the two bridges.

For u = x, each commuter type uses its favourite crossing. Therefore, we call u = x
a separating allocation. In our model, welfare can indeed be maximised under a separating
allocation (i.e., u* = x). This situation occurs if the rate of diversion cost is so excessive
that the diversion cost needs to be eliminated for welfare maximisation. But this situation is
not in line with the spirit of our analysis since we aim to capture the tradeoff that the social
planner faces in balancing out the costs of diversion and congestion. Therefore, in the rest
of the paper, we will proceed under Assumption 3, which guarantees that welfare is not
maximised under a separating allocation.

Assumption 3: (c is not excessive) ¢ < TCC'(x).
4.2. Implementation of the Welfare-Maximizing Allocation

This section studies how the welfare-maximizing allocation u* can be implemented.
In other words, we study how the social planner can induce u" as an equilibrium outcome.
We consider two notions of equilibrium notions, which we introduce next.
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Let br(T,) = argmax T, u(T;, T,) be operator 1’s best response function (possibly
multi-valued). That is, given T,, operator 1 maximizes its profit by setting T; € br(T,). The
two equilibrium notions that we consider are as follows.

Definition: A triplet (Ty, T, u(Ty, T,)) is called a “regulated equilibrium.” A triplet
(T, Ty, u(Ty, T,)) is called an “unregulated equilibrium” if T; € br(T,).

A few words are in place to give insight into our above definitions. Crossing 2 is
publicly operated, so we presume that the social planner sets its rate. But the social planner
may or may not have the power to regulate the toll rate for crossing 1, which is privately
operated. Above, our regulated equilibrium notion presumes this prerogative for the social
planner, and our unregulated equilibrium notion does not. Under our unregulated
equilibrium notion, we assume that crossing 1’s toll rate is set by its private operator under
the profit-maximization motive.

The above two equilibrium notions correspond to two different perspectives
regarding the operation of the Bosporus crossings in Istanbul. Since the bridges are under
public operation (as per crossing 2 in our model), the government directly sets their toll rate.
The Eurasian tunnel, however, is privately operated (as per crossing 1 in our model). The
tunnel’s terms of operation are negotiated between the government and its private operator.
While the government has some influence regarding the tunnel’s toll scheme, the extent of
this influence is contestable. Therefore, in our analysis, we consider both scenarios.

The following two propositions identify what toll schemes induce the welfare-
maximizing allocation as the outcome of a regulated and an unregulated equilibrium. The
proofs are easy and left to the reader.

Proposition 2: Under Assumptions 1-3, (T, T,, u(Ty, T)) is a regulated equilibrium
such that u(Ty, T,) = u"” if:

T -T, =~ [0 (&) - o (2]

Since u* € (k,x),wealsogetT; — T, < c.

Proposition 3: Under Assumptions 1-3, (T, T,, u(Ty,T,)) is an unregulated
equilibrium such that u(T;, T,) = u" if:

T,—-T,=c— [(p (%) - (11__“:)] and T; € br(Ty).

Since u* € (k,x),wealsogetT; — T, < c.

Simple as they may be, Propositions 2 and 3 have important implications for our
Bosporus setting. To emphasise these implications, we present below Corollaries 1 and 2.
But before that, we need to introduce some new terminology and present Assumption 4.
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One question pursued in our analysis is how the toll schemes should be set in two
directions in our Bosporus setting: i.e., when crossing from Asia to Europe and from Europe
to Asia. In current practice, in the Eurasian tunnel, vehicles are tolled in both directions and
at the same rate, and on the two bridges, only when they cross from Europe to Asia. For two-
directional toll schemes, we introduce below the term “toll regime” and its special cases.

Definition: A “toll regime” is a four-tuple (Ty, T,, T, T), with the interpretation that
the rates of tolls for crossings 1 and 2 are, in order, T, and T, from side A4 to E, and T'1 and

T'2 from side E to A. We call (T, T,, T{, T, ) a “unidirectional toll regime” if T, = 0. We call
(Ty, T, T{,T;) a “simple unidirectional toll regime” if T, = 0and T; = Ty.

Note that under a “unidirectional toll regime,” at crossing 2, vehicles are tolled only
in one direction (from side E to A). Under a “simple unidirectional toll regime,” additionally,
crossing 1’°s toll rate is set the same in both directions. In current practice, a simple
unidirectional toll regime is used for Bosporus crossings.

We are concerned with the “implementation” of the welfare-maximizing allocation.
In other words, we inquire when the welfare-maximizing allocation is obtained as an
equilibrium outcome. Below, we introduce these notions formally.

Definition: A toll regime (Ty, T,, T{, T, ):

e implements the welfare-maximizing allocation in regulated equilibria if
(Ty, T,, %) and (T,', T,, u*) are regulated equilibria

e implements the welfare-maximizing allocation in unregulated equilibria if
(Ty, T,, %) and (T,', T, u*) are unregulated equilibria

Note that we introduced our transportation model assuming that commuters wish to
travel from side A to E. Our following assumption thinks that our transportation model is
symmetrically applicable in the opposite direction-i.e., when commuters travel from side E
to A.

Assumption 4: (symmetry) The same transportation model is applicable in the two
directions: i.e., when commuters are to travel from side 4 to E and from side E to A.

Assumption 4 is not unrealistic when considered in our Bosporus setting. In Istanbul,
absent alternative means, each commuter who crosses from Asia to Europe (or from Europe
to Asia) eventually crosses back in the reverse direction. And most often, in their reverse
journeys, commuters use the exact opposite route, such as when they travel between home
and workplace on the two sides. Therefore, our symmetry assumption arguably holds in our
Bosporus setting. But we should caution that while the commuters’ transportation needs in
the two directions may be the same in the aggregate, they may not be the same at a given
point in time. For instance, in Istanbul, there are more workplaces on the European side.
Consequently, the traffic flow is heavier from Asia to Europe in the morning and from
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Europe to Asia in the evening. Arguably, a dynamic toll regime can more effectively
distribute the traffic flow over time, under which toll rates increase with traffic density. But
the authorities prefer to use a static toll regime in Istanbul, where toll rates are the same
throughout the day. Therefore, in this paper, we abstract from dynamic considerations. And
when attention is restricted to static toll regimes, our assumption that the city’s transportation
needs are symmetric in the two directions is realistic.

Corollaries 1 and 2 below follow Propositions 2 and 3 in order. They present the
limitations regarding welfare maximisation if attention is restricted to unidirectional or
simple unidirectional toll regimes.

Corollary 1: Under Assumption 1-4, there exists no simple unidirectional toll regime
that implements p* in regulated equilibria. A unidirectional toll regime (T;, T, = 0,T{, T;)
implements p* in regulated equilibria if

n=1-Ty=c—[o () -0 (55|

Corollary 2: Under Assumption 1-4, there exists a unidirectional toll regime that
implements u" in unregulated equilibria only if

e=[o (%) e ()] e br

The current toll regime for Bosporus crossings is a simple unidirectional one.
Corollary 1 states that this toll regime cannot be welfare-maximizing. Under the current toll
regime, commuters pay different premiums for the Eurasian tunnel in the two directions. But
Corollary 1 states that there is a unique optimal premium, meaning that the current toll
regime does not implement the welfare-maximizing allocation at least in one direction.

According to Corollary 1, the authorities must give up using a simple unidirectional
toll regime for welfare maximisation. But note that they do not need to give up using a
unidirectional toll regime. According to Corollary 1, on the bridges, vehicles can be tolled
only from Europe to Asia, as in current practice, as long as the premium paid for the Eurasian
tunnel is set the same and equal to its optimal level in both directions. For instance, if the
optimal level of the premium is £20, and if the authorities want a toll rate of 110 for a
roundtrip on the two bridges, this can be achieved under the following unidirectional toll
regime as follows:

T, = 20,T, = 0,T] = 30,T} = 10

Corollary 1, studying regulated equilibria, identifies the optimal toll regime under the
assumption that the authorities control all toll rates. However, if the Eurasian tunnel’s toll
rate is set by its private operator under the profit-maximization motive, we need to turn our
attention to unregulated equilibria. Unfortunately, in an unregulated equilibrium, welfare is
unlikely to be maximised under a unidirectional toll regime. Given the bridge’s toll rate, its
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private operator sets the Eurasian tunnel’s toll rate at its profit-maximising level in an
unregulated equilibrium. This premium level need not be welfare-maximizing. The
government can finetune the toll rate for the bridges so that the induced premium level
becomes optimal. But this “finetuned” toll rate is unlikely to be zero, as emphasised in
Corollary 2. Therefore, if the tunnel’s operator acts under the profit-maximization motive
for welfare maximisation, the authorities may have to abandon using a unidirectional toll
scheme and begin to toll vehicles in both directions.

4.3. Reduced Model

In this section, to get closed-form solutions, we simplify the assumption that the rate
of congestion cost function ¢ is linear.

Assumption 5: (¢ is linear)p(t) = wt, T > 0.

Under Assumption 5, note that:

TDC(u) = c |u—x|

TCC(w) = 7u? + 7 (1 — w2

SC(uw) =TDC(w) + TCC(w)

First, we solve for the allocation that maximizes welfare.
Proposition 4: Under Assumptions 1-3 and 5, we have
vy = k+ik(1—k)

Therefore, under ", the traffic densities at crossings 1 and 2 are, respectively, 1 +
c c
;(1 —k) and 1 _;k

Proof

By Proposition 1, we should solve for TCC' (i) = c to find u = u*. Then:
2op =2 —(A—-pu")=c

= u =k+—k(1-k)

Note that the welfare-maximizing allocation induces an unbalanced traffic
distribution. According to Proposition 4, under u", the overpreferred crossing’s traffic
density is higher, and the unbalance grows as the ratio c/k increases. This result is expected:
Under u€ = k, the total congestion cost is minimised. Under u¢ = x, the total diversion cost
is minimized. As the ratio ¢/k increases, the diversion cost’s weight in the social cost
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increases, bringing u” closer to u. Therefore, as the ratio c/k increases, the overpreferred
crossing’s traffic density increases under the welfare-maximizing allocation.

In our next result, we identify the regulated equilibria.

Proposition 5: Under Assumptions 1-3 and 5, in a regulated equilibrium
(T, Ty, u(Ty, T5)), we have

(1 forT; < B,

|k—(T1—T2+ ) forB <T, < B,
u(Ty, Tp) = for B, < T; < By

lk—(Tl—Tz—c)@ for By < Ty < B,

0 forB,<T,
where:

1 x—k
31—Tz—C—ﬂ;,Bz—Tz—C—ﬂk(l_k)
B;=T,+c—m mB‘L—TZ‘I‘C‘l‘T[ﬁ
Proof

See Appendix B.

Note that for fixed T, the function u(Ty, T,), given in Proposition 5, is continuous in
T,. (The reader may verify this by checking the value of the function at corner points.)

Our following two results show how the social planner can induce the welfare-
maximizing allocation as the outcome of a regulated and an unregulated equilibrium.

Proposition 6: Under Assumptions 1-3 and 5, (T, T,, u(Ty,T,)) is a regulated
equilibrium such that u(Ty, T,) = u* if the premium T; — T, is equal to %

Proof

Using Proposition 2 and Assumption 5, we get:

T
=>yW=k—%(T1—T2—c)k(1—k)

When we substitute for " using Proposition 4, we get T, — T, =
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Proposition 7: Under Assumptions 1-3 and 5, Ty, T,, u(Ty, T,)) is an unregulated
equilibrium such that u(Ty, T,) = u" if:

T, =7 andTy =S+ T,
Proof
See Appendix B.

Corollaries 3 and 4 below follow Propositions 6 and 7. Under Assumption 5, they
present the limitations regarding welfare maximisation if attention is restricted to
unidirectional or simple unidirectional toll regimes.

Corollary 3: Under Assumptions 1-5, a unidirectional toll regime implements % in
regulated equilibria if T, —= T, = T} — Ty = %

Corollary 4: Under Assumptions 1-5, the following toll regime implements u" in
unregulated equilibria: (T;, T,, T{, Ty) such that T, = T, = i andT, =T = §+ T,.

Above, thanks to our simplifying assumption, we obtained closed-form solutions for
optimal toll regimes. But otherwise, our findings are similar to the one in the preceding
subsection: Corollary 3 states that a multiplicity of unidirectional toll regimes implement u*
in regulated equilibria. But note that no simple unidirectional toll regime implements u* in
a regulated equilibrium. Corollary 4 states that this conclusion is foregone if crossing 1°s
toll scheme is set by its private operator under the profit-maximization motive. Because there
is a unique toll regime that implements " in an unregulated equilibrium, which is not a
unidirectional toll regime.

5. Summary

Divided by a narrow strait called the Bosporus, Turkey’s megacity Istanbul is located
half in Asia and half in Europe. Commuter demand to cross the strait is naturally high, which
has recently been served by two toll bridges. To relieve the traffic on the strait, an
underground connection has been recently launched, the so-called Eurasian tunnel, which
has a private operator. In current practice, on the bridges, vehicles are tolled at a low rate
and only from Europe to Asia, and in the tunnel, at a much higher rate and in both directions.
Arguably, the high premium paid for using the tunnel leads to its underutilisation. And the
fact that the premium paid for the tunnel is not the same in the two directions leads to
commuters facing asymmetric incentives when they cross from Asia to Europe and Europe
to Asia. For instance, a commuter crossing Europe to Asia using the tunnel may opt for using
a toll-free bridge in the opposite direction. The tunnel’s opening raises several questions on
public policy: It may be that the toll revenue sharing may not be fair. But more importantly,
the strait’s traffic load may not be distributed efficiently under the current toll schemes.
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In this paper, we introduced a simple transportation model to explore these issues and
offer guidance on public policy. Our model embeds in it the forces that have come into play
after the opening of the Eurasian tunnel in Istanbul. In our model, two crossings connect the
two sides of a city, one crossing standing for the Eurasian tunnel and the other for the two
bridges. Commuters choose the crossings they use by minimising the total costs they incur,
including the rate of toll, the cost of congestion, and the cost of diversion. The costs of
congestion and diversion comprise such cost items as the excess time and fuel expended and
the mental distress endured for waiting in congested traffic or taking a longer route.

The results of our analysis have several important implications for optimal toll design
for Bosporus crossings. We find that an optimal premium rate for the tunnel induces the
welfare-maximizing allocation. Therefore, the tunnel’s premium rate, not its toll rate, should
be fixed in the two directions for welfare maximisation. Under a fixed premium rate,
commuters will have no systematic motive to change the crossings they use when travelling
in the two directions. This will also help eliminate suspicions about the fairness of the
distribution of toll revenue. We also point out the premium rate can be fixed without
compromising the government’s historical practice of tolling vehicles on the bridges only
from Europe to Asia. The bridges can remain toll-free from Asia to Europe if the tunnel’s
toll rate is reduced proportionately in this direction.

Our theoretical analysis cannot provide a numerical answer to the empirical question
of the magnitude of the tunnel’s optimal premium rate. Yet, our results shed some light on
this question. We call a crossing “overpreferred” if it would be relatively in high demand
under ceteris paribus conditions (i.e., under similar toll rates and congestion levels). We find
that under the welfare-maximizing allocation, the congestion level cannot be lower in the
overpreferred crossing. This result hints that in our Bosporus setting, the Eurasian tunnel’s
toll rate should not be set so high as to divert away too many commuters leading to
overcongestion on the two bridges. This is, however, in contradiction with the current
practice. Therefore, in light of our findings, we recommend an amendment to the current toll
schemes. In a nutshell, we recommend lowering the Eurasian tunnel’s premium rate and
setting the same in the two directions.
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Appendix A: The Triangular Flow-Density Curve

In Assumption 1, we assume that the rate of congestion function ¢ is convex. Since
Assumption 1 is critical for our results, we devote this part to its justification. First, we need
to recall a few concepts from the transportation literature.

Take a reference point on the road. The velocity is the speed at which vehicles pass
through this reference point. Velocity is a function of the traffic density, t. Let velocity(t)
be the velocity function.

Let time(t) be the function that shows how much time it takes to traverse a given
road segment. Obviously, time(t) is inversely proportional to the velocity of vehicles. Thus,
we can write

1

time(t) = A "velocity(t)

where A4 is a constant.

In the transportation literature, flow is defined as the number of vehicles passing a
reference point in one unit of time. The flow is proportional to the multiplication of traffic
density and velocity. Thus, we can write

flow(t) = B - t - velocity(t),
where B is a constant.

Using the above two equations, we get

t

time(t) =A-B - Tow®

There is no direct relationship between flow and traffic density. On the one hand, the
high traffic density means more vehicles are on the road, increasing the flow. On the other
hand, when the traffic density is high, there is congestion, and the velocity is low, which
tends to decrease the flow. The most common view of transportation literature about the
relationship between flow and traffic density is that a triangular flow-density curve is the
most accurate representation of real-world events. The triangular view is illustrated below
in Figure 1.
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Figure: 1
Triangular Flow-Density Curve

flow(t)

free—fIO\;v phase congestion phase

According to the triangular view, as shown in Figure 1, the flow increases linearly in
traffic density t up to some level t*. This interval is called the free-flow phase. Arguably,
there is little traffic congestion in the free-flow phase; therefore, the flow increases linearly
in traffic density.

It is called the congestion phase when traffic density exceeds the critical level t*.
According to the triangular view, in the congestion phase, as traffic density increases, the
velocity declines fast. Consequently, the flow decreases at a constant rate, as shown in Figure
1. We can write this relationship as

flow(t) = D — 1,
where D, A > 0 are constants.

Therefore, in the congestion phase, we obtain:

t _ ABt

tlme(t) =4-B- flow(t) ~ D-at

The first two derivatives of the function time(t) are as follows:

dtime(t) _ ABD d*time(t) _ 2AABD

dt  (D-Ap)? 7 dt? _(D—At)3>0

Therefore, according to the widely-held triangular view, in the congestion phase, a
commuter’s travel time increases convexly as traffic density increases. Consequently, if
congestion cost is proportional to the travel time, the triangular view justifies our
Assumption 1, that the rate of the congestion cost function is convex. Indeed, certain cost
items will increase in time even faster than the linear rate, such as the costs of tardiness and
commuter discomfort, which lends additional support to our Assumption 1.
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Appendix B: Omitted Proofs
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Proof of Proposition 5

o If u(Ty, T,) = 1, it must be that under u(T,, T,), type 2 commuters find it optimal
to use crossing 1. (Type 1 commuters' choice is non-binding.) Then, we get:

Ty+c+mi<T, =T <T,—c—my

o If u(Ty,T,) € (x,1), it must be that under u(Ty, T,), type 2 commuters face the
same rate of aggregate cost at crossings 1 and 2. (Type 1 commuters' choice is
non-binding.) Then, we get:

pAoH(TLTs)
1-k

k(l k)

T1+C+T[ T2

u(TyT,)
k
> u(T,T)=k— (T, —T, + c)——

Also, for consistency, we must have:

wTLT) € (1) =2x<k— (T —Ty 4+ ¢) ™ k(l 0
1 x—k
ST memm <<l —coms,

o If u(Ty, T,) = x, it must be that under u(Ty, T,), type 1 commuters find it optimal
to use crossing 1, and type 2 commuters find it optimal to use crossing 2. Then,
we get:

T1+T[ <T2+c+n'—andT2+7r <T1+c+rr—

x-k
k(1-k)

=>T,—c— k(1 k)ST1<T2+c

o If u(Ty,T,) € (0,x), it must be that under u(T;, T), type 1 commuters face the
same rate of aggregate cost at crossings 1 and 2. Then, we get:

T+ w7y gy g 2EOD) ‘i(_T;{'TZ)
k(1-k
Su(T,T)=k—(T,—T, —c)—— ( )

Also, for consistency, we must have:
w(T,T,) €(0,x) > 0<k— (T =T, —c) k(lﬂ—k) <

>T,+c—m

x—k 1
K-k <T2+C+7T§
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o If u(Ty, T,) = 0, it must be that under u(T,, T,), type 1 commuters find it optimal
to use crossing 1. (Type 2 commuters' choice is non-binding.) Then, we get:

1
T, +c+ T[E <T
This concludes our proof.
Proof of Proposition 7

Let 11(Ty, T,) = T, u(Ty, T,), where II is operator 1’°s profit function. Note that for
fixed T,, the function u(T,,T,) is continuous in T;. Therefore, for fixed T,, the function
I1(T;, T,) is also continuous in T .

Excluding the corner points of T; from our analysis, note that:

dI(T,,T,) _ du(Ty,T,)
—ar. = ML T) + Ty ==

Hence, by Proposition 5, we get:

1 forT; < By
k-@N-T,+0) " forB <T, <B,
DD for B, < T, < Bs
' k-@NL-T,—-0)* 2 forB, <7, <B,

0 forB, <T,

Above, the values of By, B,, B3, B, are as specified in Proposition 5. If we set T, =
— we find the following:

e ForT, € (By,B,), we get:

all(Ty,T,)
dr,

k(1-k)

s

k(1-k)

i

>2(x—k)+c

=k—(zrl—ﬁ+c)

s
=%

Note that in the derivation of the above inequality, we used the fact that T, < B,

2k—-x
—c+7n k)

e For T, € (Bs, B,), note that:

dari(Ty,T,) c T
— bl P =>T == —_
ary 0 1=5+ 1-k
1-k
d?11(Ty,T,) _ k(1-k)
ar? s =-2 - <0
1-k
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One can verify that T, = §+17_T—k € (B3, B,) by using Assumptions 3 and 5. (We
leave this to the interested reader.)

Therefore, we obtain that for T, = 1’_T—k as T, increases, the function I1(T,, T,), which
is continuous, increases up to T; =+ ——, and then it first declines and then remains
constant. Therefore, we obtain that for T, = lf—k operator 1 maximizes its profit by setting
T, = %+i Since the premium T, — T, is equal to % by Proposition 6, we also get
u(Ty, T,) = pu*. This concludes our proof.
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Abstract

This study examines the effect of social media marketing and innovation on the performance
of food and beverage firms with the technology acceptance model. Within the scope of the study, a
survey was conducted as a field application. Data were collected from 163 food and beverage firms in
Erzurum. Structural equation analysis was used in the AMOS program to test the hypotheses. As a
result of the study, it was seen that facilitating conditions, compatibility, perceived usefulness, and
perceived ease of use affected social media marketing, while cost had no effect. In addition, it has been
concluded that social media marketing and innovation affect firm performance.

Keywords : Technology Acceptance Model, Social Media Marketing, Innovation,
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Oz

Bu ¢alismanin amaci, yiyecek ve igecek isletmelerinin performansi iizerinde sosyal medya
pazarlamasi ve inovasyonun etkisinin teknoloji kabul modeli ile birlikte incelemektir. Caligma
kapsaminda saha uygulamasi olarak anket yapilmistir. Toplamda 163 yiyecek-icecek isletmesinden
veri toplanmustir. Hipotezlerin test edilmesinde AMOS programinda yapisal esitlik analizinden
faydalanilmistir. Analiz sonucunda, sosyal medya pazarlamasi iizerinde, kolaylastirici kosullar,
uygunluk, algilanan kullanighilik ve algilanan kullanim kolayliginin etkisinin oldugu maliyetin ise

etkisinin olmadig1 goriilmistiir. Ayrica igletme performansini sosyal medya pazarlamasi ve
inovasyonun etkiledigi sonuglarina ulagilmistir.

Anahtar Sozciikler : Teknoloji Kabul Modeli, Sosyal Medya Pazarlamast, Inovasyon,
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1. Introduction

Firms try to add technology, system or innovative applications in the spirit of time to
their workflow processes to improve their performance, get better results, and reach their
goals. Innovative applications can establish a system or process of adaptation to technology.
Requests and needs can force firms to some innovative processes regardless of time,
especially when situations relate to consumers or stakeholders. In particular, after the 2000s,
social media channels that emerged with technology development have also imposed new
adaptation processes on firms. The fact that consumers are involved in these channels has
caused firms not to ignore this situation. Thus, firms have started professionally managing
their social media marketing activities by creating accounts on social networks. It has also
prepared an environment for evaluation regarding issues within technology and innovation,
acceptance, adoption, and cost.

Consumers’ spending more time on social media has enabled companies to create
their accounts on these social networks (Barnes, 2008). Firms that easily reach their current
and potential customers through social media have started to develop strategies to use these
channels effectively. Firms interact more with their internal and external customers thanks
social networks. This process is less costly than traditional channels (Mukherjee, 2011).

Advantages such as the ability of firms to offer their products and services to
customers quickly and to reach customers instantly have also increased the importance of
social media. Firms that use social media more actively than their competitors can respond
to consumer requests more quickly. In addition, customer feedback contributes to the
development of products or services of enterprises.

In this context, we investigated the processes of using social media marketing in
terms of the effect of social media marketing on workflows within the framework of the
technology acceptance model. We examined the impact of these processes on innovation
and firm performance. In addition, we investigated social media marketing as technology in
terms of cost, compatibility and facilitating conditions, considering the impact on firms. In
the conceptual framework of this study, the concepts of perceived ease of use, perceived
usefulness, compatibility, cost, facilitating conditions, social media marketing, innovation
and firm performance are explained. After, a survey was applied to small and medium-sized
firms, and the data obtained were analysed and interpreted.

2. Conceptual Framework

2.1. Perceived Ease of Use

Davis et al. (1989) developed the concept of perceived ease of use. It is a variable in
the Technology Acceptance Model. It is a concept that emphasises the ease of use of a
technology or system. Technologies that the user adapts to use comfortably and does not
experience difficulty yield results at the expected level (Lin, 2011). Suppose users see
themselves as the stakeholder of an easy-to-learn process rather than a complex technology
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when they use a system. In that case, they accept that technology much faster and include it
in their lives (Nasri & Charfeddine, 2012). The ease of use that firms will encounter when
they use any technology or system positively affects their adaptation and adaptation abilities
for social media marketing (Kuo & Yen, 2009).

2.2. Perceived Usefulness

Perceived usefulness is another variable in the Technology Acceptance Model, such
as perceived ease of use (Davis et al., 1989). Perceived usefulness is a user's belief about
what benefit he/she will receive using technology or a system. Before the consumers or users
adopt a technology, they evaluate all the benefits they will get from that technology (Shankar
& Datta, 2018). For example, when firms know that they will get a positive result about their
performance when they use technology or system, they do not back down from using that
technology or system (Park, 2009). There is a direct effect of perceived usefulness on the
attitude towards using any innovation (Revels et al., 2010).

2.3. Compatibility

Compatibility is the comparison of the old and the new structures when firms use any
technology in terms of the effect current business process and the application process
(Rogers, 1983). When there is a technology-based change related to the work done, if the
new situation is significantly advantageous and efficient, suitability comes to the fore as one
of the primary evaluation criteria (Brown & Russell, 2007). The firm is concerned with
choosing the technology or system that will best adapt to its business process, not disrupt
the workflow, and ensure adaptation within the business. Similarly, the concept of
compatibility also affects consumers in their purchasing processes. Consumers act by testing
the suitability of the technology offered to them to save time and compare their purchasing
processes (Hung et al., 2014). In addition, the suitability of the service by firms affects
loyalty positively (Kaura et al., 2015).

2.4, Cost

Cost is one of the most critical issues in selecting a technology that can contribute to
the growth of a business (Ernst & Young, 2011). For example, firms use this technology
because the barrier to entry is low, the cost is low, and it does not require very high
technological competencies (Derham et al., 2011). In other words, cost effects are decisive
in using and adapting a technology (Hassani et al., 2018).

2.5. Facilitating Conditions

Facilitating conditions are the degree to which an individual believes that the
appropriate technical infrastructure and senior management support are available to use a
new system (Venkatesh et al., 2003). If the conditions for using and adopting new
technology are designed to support the process, that innovative technology is adopted much
more quickly. The higher consumers’ perception that the facilitating conditions offered for
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technology are increased, the higher their intention to use that technology will be similarly
(Hew et al., 2015). For example, when the facilitating conditions perceived by users
regarding mobile payment with QR codes are increased, users are more willing to use it
(Eren, 2021).

2.6. Social Media Marketing

Social media are online channels that allow firms or individuals to share at any time
via computers and smart devices by making use of the opportunities of technology in the
digital environment (Mangold & Faulds, 2009; Kotler & Keller, 2018). Digital areas that
come to the fore as social media networks are Facebook, Youtube, Twitter, Instagram,
Pinterest, and LinkedIn. Most firms consider creating accounts in social networks that will
benefit their fields of activity as a marketing mix process (Kotler & Armstrong, 2018).

Social media marketing is applying marketing strategies in internet-based
applications to increase the performance of firms, promote their products and services, and
gain new customers (Todua & Jashi, 2015). Social media marketing is the commercial
marketing activities of firms that want to sell their products or services to positively affect
the purchasing behaviour of consumers (Chen & Lin, 2019).

Most firms have started to strengthen themselves and make innovations in social
media marketing because it is possible to interact with followers on social networks, increase
their satisfaction and loyalty, and reach new customers on social media (Neti, 2011). In
addition, firms use social media marketing to increase brand awareness, increase sales,
create a strong brand image, provide user interaction with the content, and reach more
audiences (Gedik, 2020).

2.7. Innovation

Innovation is a tool firms notice to gain and maintain an advantage in the competitive
market (Standing & Kiniti, 2011). Innovation is actions that incorporate new processes and
technologies as a way and method of doing business and provide a competitive advantage
(Porter, 1990). Trott (1998) explained the concept of innovation as the transformation of
new ideas into technology by considering them in a product's production and marketing
process. Another researcher, based on the definition of innovation in the declaration
published by the European Commission, defined innovation as testing new production
methods, expanding, renewing markets, and improving and changing conditions within the
firm (Akin & Reyhanoglu, 2014). Innovation is a concept that has a vital role in many areas,
such as increasing profits, responding quickly to changes in the market, increasing product
and service quality, developing new products and services, testing new models, and
increasing market shares (Cigek & Onat, 2012). Innovation also creates an advantage in
creating innovation and social value, managing processes more efficiently, and being ahead
of the competition (Damanpour & Wischnevsky, 2006). In this respect, firms enable their
employees to find new ideas regarding processes, procedures, products, or services, apply
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them to the workflow, and provide opportunities to achieve better performance results (West
& Wallace, 1991).

2.8. Firm Performance

Firm performance is the evaluation process of an organisation’s success in line with
its goals and objectives and to what extent it achieves its goals (Atan & Tuncer, 2019).
Evaluation processes can be qualitative (organisational culture, loyalty, etc.) or quantitative
(profitability, sales amount, etc.) (Pohl & Forstl, 2011). Processes such as supporting
innovation in an institution, working in harmony with technology, cultural management
based on shared values, and supporting intellectual capital affect firm performance
positively (Wu et al., 2008). In addition, production capabilities, production and competitive
strategy also affect firm performance (Amoako-Gyampah & Acquaah, 2008).

The studies of Loof and Heshmati (2006) and Bigliardi (2013) show that the
innovations of small and medium-sized firms positively affect financial performance and
productivity. Similarly, Rhee et al. (2010) also showed that innovation significantly affects
firm performance. The research conducted by Cigek (2019) indicates that innovative
activities positively affect firm performance.

The research conducted by Ethem et al. (2020) show that the active involvement of
firms in social media and the promotion of their products and services positively impact their
financial performance. Establishing and activating social media centred on customer
relationship management enables firms to get positive results in terms of their customer
relations performance (Chang et al., 2010; Tuleu, 2015).

3. Literature

3.1. Technology Acceptance Model and Social Media Marketing

Pentina et al. (2012) examined the effect of perceived usefulness on social media
marketing through SMEs. Survey data were obtained from 110 managers in total. As a result
of the analysis, it was seen that perceived usefulness had a positive effect on social media
marketing. In the study of Rauniar et al. (2014), which examines the relationship between
the technology acceptance model and social media use, an online survey on 398 Facebook
users has conducted. The result of the study shows that both perceived ease of use and
perceived usefulness affect social media use. Ainin et al. (2015) examined the effect of
compatibility and cost variables on SMEs’ use of social media through the example of
Facebook. They collected data from 259 business managers through questionnaires. As a
result of the study, it was concluded that compatibility and cost-effectiveness were effective
in the use of social media. Chatterjee and Kar (2020) examined influencers for the use of
social media marketing by small and medium-sized businesses in India. As a result of the
data collected from 310 companies, perceived usefulness and perceived ease of use and
compatibility positively affected social media marketing, while the cost effect was not.
Biswas (2016) found that perceived ease of use and usefulness, among the variables of the
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technology acceptance model, positively affect social media. Ar1 et al. (2016) examined the
behaviours related to social network use and the technology acceptance model. Data
collected from 354 students through questionnaires were analysed. As a result of the study,
they concluded that the perceived usefulness and perceived ease of use affect the attitude
towards the behaviour positively. In the study by Lee et al. (2016), the adaptation process of
institutions to social media was examined within the framework of the technology
acceptance model, based on the data collected from 648 hotel employees in Korea. As a
result of the study, it has been seen that the perceived ease of use and perceived usefulness
of companies in using social media have a significant effect. Odoom et al. (2017) examined
the impact of compatibility and cost on SMEs' use of social media. Data were collected from
2010 business managers based on a questionnaire. As a result of the analysis, it was
concluded that cost and compatibility affect the use of social media positively.

Karabulut and Bulut (2017) examined the perspective of small and medium-sized
businesses on social media marketing. Data were collected from 400 business managers.
SMEs participating in the research generally think that social media marketing is effective
in the promotion of their businesses, provides their businesses with a competitive advantage,
increases the number of customers, is a low-cost and interactive communication tool in
communicating with customers, increases their profitability, expands their market areas, and
reduces marketing costs. Alkaya and Sahin (2018) examined information sharing over the
Facebook social network through the technology acceptance model. Within the scope of the
research, data were collected from 420 people. As a result of the analysis, perceived ease of
use and perceived usefulness affect the attitude towards the social media network. Sugandini
et al. (2019) examined the effects of some variables on the adaptation of SMEs operating in
the tourism sector to social media within the framework of the technology acceptance model.
In this context, they collected data based on questionnaires from 200 managers. As a result
of the analysis, it has been seen that perceived usefulness and perceived ease of use influence
social media marketing. Orel and Arik (2020) examined the effect of social media marketing
on purchase intention within the framework of the technology acceptance model. Within the
scope of the research, data were collected from 510 users. The analysis showed that while
perceived usefulness mediated the effect of social media marketing on purchase intention,
perceived ease of use did not. Pramuki and Ayu (2020) examined social media marketing
within the framework of the technology acceptance model. A questionnaire was applied to
390 managers; the collected data were analysed. As a result of the study, it was concluded
that the perceived ease of use affects social media marketing positively. Tagdelen and Aydin
(2021) examined the purchasing behaviour of social media advertisements with the
technology acceptance model. As a result of the study, it was seen that the perceived ease of
use positively affects the attitude towards social media advertisements.

3.2. Social Media Marketing and Performance

In his study examining the effect of social media marketing on the performance of
companies in Kenya, Nyambu (2013) found that social media marketing improves company
performance, increases the company’s competitive power, and contributes to increasing
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customer loyalty. In the study by Musa et al. (2016), in which they examined the effect of
social media marketing practices on business performance over SMEs, they concluded that
social media marketing positively affects business performance. In their study, Wang and
Kim (2017) analysed the data of 232 companies between 2004 and 2014 using Facebook,
COMPUSTAT North America and Global Fundamentals annual databases. As a result of
the study, it was seen that the use of social media positively strengthened the effect of
customer relations on firm performance. In the study by Kamboj et al. (2017), they found
that social media marketing positively affects businesses' financial and market performance.
Gtizel et al. (2018) showed that social media and innovation positively affect firm
performance. Tarsakoo and Charoensukmongkol (2019) examined the effect of social media
marketing on the business performance of firms in Thailand. They concluded that social
media marketing's product development, planning, and implementation ability positively
affect financial performance. Ozdemir et al. (2020) found a positive relationship between
firms” use of social media and their market values and sales or income. In the study of
Syaifullah et al. (2021), in which they examined the performance of social media marketing
on micro, small and medium-sized businesses, they collected data from 254 companies using
Facebook, Instagram and Whatsapp. According to the findings obtained from the study, it
was seen that the use of social media increased business sales, customer relations,
productivity, and creativity. In other words, it has been found to affect business performance
positively. In addition, it has been found that marketing works on branding and innovation
play a mediating role in this relationship. Tajvidi and Karami (2021) surveyed 384 hotels in
England to examine how social media use affects hotel performance. As a result of the study,
it was concluded that social media use positively affects the firm's performance.

3.3. Innovation and Performance

In their study, in which they examined the relationship between innovation and
performance in small and medium-sized enterprises, Rosenbusch et al. (2011) stated that the
type of innovation, age and culture of the firm played a role in the effect of innovation on
firm performance. As a result of the survey conducted by Murat et al. (2011) with the senior
managers of 113 companies operating in the automotive supply industry, which is one of the
most innovative sectors in Turkey, they found that technological innovation (product and
process innovation) has a significant and positive effect on firm performance. Magnier-
Watanabe and Benton (2016) examined the impact of management innovation on firm
performance in Japanese firms. As a result of the research, management innovation did not
directly impact firm performance but aligning management innovation programs with
knowledge management initiatives improved performance. Atalay et al. (2017) examined
the relationship between innovation and firm performance in a sample of 143 yacht building
firms in Turkey. As a result of the study, a positive and significant relationship was found
between innovation and firm performance. Serkan et al. (2018) examined the relationship
between innovation, firm performance, and exports based on the data they collected from
310 manufacturers from 5 different cities in Turkey. As a result of the study, they concluded
that innovation does not affect firm performance and exports. Durmus-Ozdemir and
Abdukhoshimov (2018) examined the mediating role of innovation in the effect of
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knowledge management on firm performance. As a result of the surveys conducted with the
senior managers of the companies operating in the Turkish telecommunications sector, it has
been found that marketing, product, and process innovation have a mediating role in the
effect of the information management process on the company performance. Kiveu et al.
(2019) examined the impact of innovation on the firm’s competitiveness through the data
they collected from 284 firms. As a result of the study, it was seen that process, marketing,
and organisational innovations have a positive and significant effect on competitiveness.
Ismanu and Kusmintarti (2019) emphasised that innovation is a very important tool for high
performance and superior competition in their study examining innovation’s effect on
SMESs’ performance in Indonesia. In his research, Gupta (2021) collected data from the
middle and senior managers of 250 companies in India operating in different categories
through questionnaires. The results showed that product and marketing innovation
significantly and positively impact firm performance.

In general, when the literature above is examined, it is seen that the studies on the use
of social media marketing by SMEs in Turkey are limited. No survey in Turkey examines
the relationship between SMEs' social media marketing process and innovation and business
performance within the framework of the Technology Acceptance Model. In addition, the
effects of cost and facilitating conditions variables were also examined in the study. In the
literature, these variables have been studied individually or together in different studies.
However, in terms of developing countries (for example, a country like Turkey), there is no
study examining all the variables together. In this context, it is thought that the study will
contribute to both national and international literature.

4. Methodology
4.1. Purpose of the Study

This study aims to examine the effect of social media marketing and innovation on
the performance of food and beverage firms with the Technology Acceptance Model. In this
context, the impact of cost, facilitating conditions, compatibility, perceived usefulness, and
perceived ease of use on social media marketing were investigated. In addition, the impact
of social media marketing on innovation and firm performance and the effect of innovation
on firm performance were also examined.

4.2. The Proposed Model and Hypotheses

The studies of Chatterjee and Kar (2020) and Nguyen et al. (2015) were used in
determining the research model. Figure 1 shows the conceptual model of our study.
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Figure: 1
Research Model
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In terms of the above research model, the following hypotheses are postulated:

e H1: Cost has a negative impact on the firms to use social media marketing.

e H2: Facilitating conditions have a positive impact on the firms to use social media
marketing.

e H3: Compatibility positively impacts the firms using social media marketing.

e H4: Perceived usefulness positively impacts the firms to use social media
marketing.

e H5: Perceived ease of use positively impacts the firms using social media
marketing.

e H6: Social media marketing has a positive impact on innovation.

e H7: Social media marketing has a positive impact on firm performance.

e H8: Innovation has a positive impact on firm performance.

4.3. Data Collection

In structural equation analysis studies, one of the most frequently used methods for
determining the sample size is to reach a sample size between 4 and 10 times the number of
items for the scales in the questionnaire (Deb & David, 2014). There are 36 items in the
questionnaire of this study. In this context, it is suitable for the sample size to be between
144 and 360. The survey was applied to food and beverage firms in Erzurum. Data were
collected from a total of 171 firms using the total population sampling method. After
eliminating the erroneous and unsuitable questionnaires, a total of 163 questionnaires
remained.

We measured cost using four items based on the research of Kaplan and Haenlein
(2010), facilitating conditions six items based on the analysis of Venkatesh et al. (2003),
compatibility four items based on the analysis of Dwivedi et al. (2015), perceived usefulness
five items based on the research of Chung et al. (2017), perceived ease of using five items
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based on the analysis of Ware (2018), social media marketing three items based on the
research of Shareef et al. (2019), innovation four items based on the study of Cheng and
Shiu (2008), performance five items based on the research of Aral et al. (2019).

5. Data Analysis and Findings

The data from the survey were analysed in the AMOS program. Structural equation
analysis was used to test the hypotheses. The firm characteristics, factor loadings for the
measurement model, reliability analysis results, CR and AVE values, discriminant analysis
results, model fit values and hypothesis results are shown below, respectively.

5.1. Firm Characteristics

The firm characteristics are shown in Table 1.

Table: 1
Firm Characteristics

Frequency %
Firm Type
Restaurant 42 0,26
Eating House 54 0,33
Cafe 67 0,41
Number of Employees
1-9 115 0,71
10-49 48 0,29
Annual Sales
120.000 TL and below 2 0,01
120.000-240.000 TL 5 0,03
240.000-400.000 TL 9 0,06
400.000-750.000 TL 17 0,10
750.000-1.000.000 TL 49 0,30
1.000.000 TL and above 81 0,50
Customer Type
Individual customers 121 0,74
Commercial firms 0 0,00
Both 42 0,26
Operating Period of Firm
1-5 years 64 0,39
6-10 years 54 0,33
11 years and above 45 0,28
Position
Founder-Partner 62 0,38
Manager 76 0,47
Employees 25 0,15

When the characteristics of the firms which participated in the survey were examined,
it was observed that 14% were in the cafe category, 33% were in the restaurant category,
and 26% were in the eating house category. The number of employees of 71% is between 1-
9 and 29% is between 10-49. Half of the firms have an annual turnover of 1 million TL or
more. The customer type of most of the firms (74%) is individual customers. Regarding the
operational period, 39% are 1-5 years, 33% are 6-10 years, and 28% are 11 years or more.
Of the people who participated in the survey, 47% are managers, 38% are founders or
partners, and 15% are employees.
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5.2. Reliability and Validity

In this study, we measured eight variables in total. We analysed the data using AMOS
and SPSS. The results of factor analysis and reliability analysis are shown in Table 2.

Table: 2
Factor Analysis and Reliability
Variable Code Factor Loadings o CR AVE
C1l 0.742
c2 0.911
Cost 3 0922 0.878 0.926 0.759
Cc4 0.898
FC1 0.803
FC2 0.904
. . FC3 0.911
Facilitating Conditions =] 0877 0.943 0.957 0.787
FC5 0.891
FC6 0.931
com1 0.862
Compatibility ggmg 82;2 0.873 0.907 0.709
com4 0.795
PU1 0.767
PU2 0.857
Perceived Usefulness PU3 0.895 0.952 0.923 0.707
PU4 0.873
PU5 0.806
PEU1 0.885
PEU2 0.913
Perceived Ease of Use PEU3 0.898 0.903 0.955 0.811
PEU4 0.906
PEUS 0.900
SMM1 0.923
Social Media Marketing SMM2 0.924 0.867 0.933 0.824
SMM3 0.875
11 0.857
. 12 0.939
Innovation 13 0845 0.906 0.938 0.791
14 0.913
P1 0.924
P2 0.913
Performance P3 0.857 0.875 0.955 0.808
P4 0.906
P5 0.893

In determining the reliability of the scales, Cronbach's alpha value is expected to be
0.6 and above (Hair et al., 2010). In our study, Cronbach's alpha values of the scales are
suitable. The CR value should be 0.6, and the AVE value should be above 0.5 (Urbach &
Ahlemann, 2010; Hair et al., 2010). In our study, CR and AVE values are above these. In
this respect, it is possible to say that the scales that we used in this study are reliable and
valid.

5.3. Discriminant Validity

The discriminant validity results for determining the scales' distinctiveness within
their groups are shown in Table 3.
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Table: 3
Discriminant Validity
C FC CoM PU PEU SMM I P
C 0.83 0.759
FC 0.46 0.90 0.787
CoM 0.43 0.44 0.85 0.709
PU 0.42 0.42 0.43 0.92 0.707
PEU 0.45 0.45 0.44 0.41 0.86 0.811
SMM 0.43 0.45 0.41 0.42 0.42 0.85 0.824
| 0.48 0.43 0.47 0.46 0.45 0.43 0.87 0.791
P 0.44 0.48 0.45 0.43 0.43 0.42 0.44 0.808

The scales' discrimination is verified if the AVE value is higher than the scales'
correlation coefficient. As shown in Table 3, the AVE values of the scales are higher than
the relevant correlation coefficients. These results confirmed the validity of discrimination.

5.4. Structural Equation Modelling

For testing the hypotheses, structural equation analysis was performed. Model fit
values were obtained after three modifications in total. Model fit summary and hypotheses
results are shown in Table 4 and Table 5.

Table: 4

Model Fit Summary
Fit Index Recommended Value Measurement Model Result
CMIN/DF 3 <CMIN/DF<5 4,312
RMR 0,05<RMR <0,10 0,082
GFI >0,80 0,912
AGFI 0,80 < AGFI 0,95 0,901
NFI >0,80 0,875
CFI 0,80 < CFI <0,90 0,908
RMSEA 0,05 < RMSEA< 0,08 0,076
Source: Simon et al., 2010.

As a result of the structural equation analysis, it was seen that the model fit values
are acceptable. The path coefficients and p values for the hypothesis results are shown in
Table 5.

Table: 5
Structural Equation Modelling Results

Path Hypothesis Path Coefficient p-Value Remarks
C—>SMM Hi 0.029 ns (p>0.05) Not Supported
FC—»SMM Ha 0.457 *** (p<0.001) Supported
COM—SMM Hs 0.422 *** (p<0.001) Supported
PU—-SMM Ha 0.557 *** (p<0.001) Supported
PEU—-SMM Hs 0.535 *** (p<0.001) Supported
SMM—I Hs 0.642 *** (p<0.001) Supported
SMM—P H7 0.543 *** (p<0.001) Supported
1—-P Hg 0.675 *** (p<0.001) Supported

Structural equation analysis results show that the effect of perceived ease of use (B:
0.535; p<0.001), facilitating conditions (B: 0.457; p<0.001), convenience (B: 0.422;
p<0.001), perceived usefulness (B: 0.557; p<0.001) have a positive and significant effect on
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social media marketing, while for the cost (B: 0.029; p>0.05) has no significant impact.
According to these results, when the perceptions of participants about perceived ease of use,
facilitating conditions, convenience, and perceived usefulness increase, the perceptions of
participants towards social media marketing increase. The effect of social media marketing
has a positive impact on innovation (B: 0.642; p<0.001) and firm performance (B: 0.543;
p<0.001). In this case, when participants' perceptions about social media marketing increase
positively, the perceptions of participants towards innovation and firm performance
increase. In addition, the results of the analysis show that innovation has a positive effect on
firm performance (B: 0.675; p<0.001). It means that when participants’ perceptions about
innovation increase, the perceptions of participants toward firm performance also increase.

6. Results and Implications

This study examined the effect of social media marketing on innovation and firm
performance with the technology acceptance model. The survey was applied to food and
beverage firms in Erzurum. Structural equation analysis was conducted to test the
hypotheses on the total data collected from 163 firms. The results show that seven of the
eight hypotheses were accepted, and one was rejected.

The results show that facilitating conditions, compatibility, usefulness, and ease of
use positively affect social media marketing. In addition, it has been seen that social media
marketing positively affects firm performance. These results support research by Chatterjee
and Kar (2020) and Syaifullah et al. (2021). The results also show that social media
marketing positively affects innovation. The results support research conducted by Nguyen
et al. (2015).

Generally, these study results are consistent with the studies conducted in different
contexts. Past studies have shown compatibility (Hsu et al., 2007; Wang et al., 2010; Ainin
et al., 2015; Chatterjee & Kar, 2020) and facilitating conditions (Chatterjee & Kar, 2020)
affect the use of social media marketing. In addition, many studies show that perceived
usefulness and ease of use affect social media marketing (Pentina et al., 2012; Rauniar et al.,
2014; Biswas, 2016; Lee et al., 2016; Sugandini et al., 2019; Pramuki & Ayu, 2020). In this
context, the results obtained in this study support the literature.

In this study, the results that social media marketing (Nyambu, 2013; Wang & Kim,
2017; Tarsakoo & Charoensukmongkol, 2019; Tajvidi & Karami, 2021) and innovation
(Rosenbusch et al., 2011; Murat et al., 2011; Magnier-Watanabe & Benton, 2016; Durmus-
Ozdemir & Abdukhoshimov, 2018; Gupta, 2021) effects on business performance are like
the results of previous studies in the literature.

Since the variables examined in this study examine social media marketing and
innovation and business performance within the scope of the technology acceptance model,
it is thought to contribute to the marketing literature. Especially in developing countries, the
study's results will fill the gap in the field. On the other hand, examining the effects of
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compatibility and cost concepts in the study also increased the originality of the study. The
role of social media marketing and innovation, which are among the determinants of
performance in enterprises, in Erzurum will contribute to the national literature.

As aresult of this study, it has been seen that there is an increase in productivity, firm
performance, and customer satisfaction when they use social media marketing effectively.
It has been determined that the firm works on brand innovation in social media and
differentiates them according to competitors. Primarily, it has been seen that customer needs
are easily determined, and customer awareness is increased through social media marketing.

Most firms have stated that social media is a valuable and helpful tool, adding
benefits to business management. They emphasised that it is easy to use and learn from
social media, acquire new customers, predict demand for new customers, get information
about customers, to promote products and services.

Based on the results of this study, it has been observed that the social media
infrastructures of the firms are at a reasonable level. Still, they are not at the desired levels
in creative work, and the social media channels are managed by people who are in the
position of manager or co-founder-partner within the enterprise rather than a specially
trained person. It has been determined that they make announcements about events and
discounts on social media, follow their competitors on social media, and try to differentiate
strategically from time to time.

Firms should use social media frequently for many reasons, such as the ease of use
of social media, cost advantage in contributing positively to company performance,
usefulness in acquiring new customers and increasing customer awareness, and desired level
of performance with innovation-oriented works. When firms frequently use social media,
they will get more effective results.
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Ticaret Anlasmalar1 ve Giimriik Birlikleri Uluslararasi Ticarette
Kiimelesmeye Neden Oluyor Mu?

Abstract

This paper employs a gravity model to assess the role of ex-post regional trade agreements and
customs unions on trade patterns. The primary contribution of this paper to the conventional gravity
modal is to embed trade agreements and determine whether they have significantly affected bilateral
trade. The secondary contribution is to reveal intra and inter-union/agreement trade patterns among
trade agreements and economic unions. Three dummy variables were also introduced to the
conventional gravity model. Results showed a slight clustering in trade partners (a) depending on the
distance and (b) depending on being a member of a trade agreement and/or economic union.

Keywords : Trade, Customs Union, Gravity Model.
JEL Classification Codes: F10, F13, F14, F15.
0Oz

Bu makale, ticaret kaliplari tizerindeki ex-post bolgesel ticaret anlasmalarinin ve giimriik
birliklerinin roliinii degerlendirmek i¢in bir ¢ekim modeli kullanmaktadir. Bu makalenin geleneksel
¢ekim modeline birincil katkisi, ticaret anlagsmalarinin ikili ticaret hacimlerini 6nemli 6l¢iide etkileyip
etkilemedigini belirlemektir. Tkincil katka, ticaret anlagmalar1 ve ekonomik birlikler arasindaki ici ve
dig ticaret gruplagsmalarim1 ortaya ¢ikarmaktir. Bu amagla geleneksel ¢ekim modeline ii¢ kukla
degisken eklendi. Sonuglar, ticaret ortaklar1 agisindan (a) mesafeye bagl olarak ve (b) bir ticaret
anlagmasina ve/veya ekonomik birlige tiye olmaya bagli olarak hafif bir kiimelenme géstermistir.

Anahtar Sozciikler : Ticaret, Gimriik Birligi, Cekim Modeli.
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1. Introduction

This paper investigates whether trade (customs) unions have a significant role in
global trade clusters. The problem with setting a clear-cut definition of a union is somewhat
problematic. Numerous agreements exist between countries aiming for freer trade, yet no
two unions have the same characteristics. Therefore, trade unions and agreements are
transferred into customs unions. Limiting the definition of the union to customs union
enables us to determine the clusters and member countries quickly. The unions considered
in this paper are European Union (EU), North American Free Trade Agreement (NAFTA),
Latin American Integration Association (LAIA), South African Customs Union (SACU),
Southern Cone Common Market (MERCOSUR), Caribbean Community (CARICOM),
Eurasian Customs Union (EACU), West African Economic and Monetary Union
(UEMOA).

The magnitude and direction of trade between economies under investigation are
carried through the conventional model of international trade. In addition to the variables
employed in the traditional gravity model, such as GDP and exports, several control
variables are included in the model, which are assumed to have a significant role in
explaining the international trade flows. These variables are population, real exchange rates,
and the distances between capitals of countries to represent transaction costs. In addition to
these variables, which are intensively used in the trade literature, each union was introduced
into the model with the help of a dummy variable. More specifically, bilateral exports
between 142 countries and whether customs unions create clusters or not are being
investigated by employing a modified gravity model.

The gravity model was first introduced by Tinbergen (1962). The model is important
in the international trade literature. Many trade economists have used it to explain
interactions between economies. Not only trade but other flows between countries, such as
immigration, and Foreign Direct Investment (FDI), are topics investigated by using the
gravity model. The idea is that two factors can describe geographical patterns in economic
activities. One factor is economic growth, approximated by per-capita income, and the other
is the distance between economic activities. The farther the country, the less bilateral trade;
the more significant the country, the more it trades. In other words, the similarity in size of
an economy (measured by GDP) has a positive, and the distance between trading economies
has a negative effect on international trade.

The distances between capitals serve as a proxy for the ease of transportation.
Although we know that absolute distance between capitals has several drawbacks in
measuring the ease in transportation costs, we still believe that this is the best in hand given
the scope of the data set covering 142 countries.

The negative effect of distance on trade is one of the best-known facts in international
trade studies (Leamer & Medberry, 1993; Disdier & Head, 2008). In addition to distance
barriers, trade is also subject to border barriers. Even though these two are highly correlated,
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they have different effects on trade. It is a well-known fact that neighbouring economies
tend to trade more, leading to a phenomenon known as the adjacency or contingency effect
(McCallum, 1995; Nitsch, 2000; Anderson & Van Wincoop, 2003). These empirical studies
show that because of adjacency, intra-national trade exceeds international trade, and intra-
continental trade exceeds inter-continental trade.

The importance of distance in determining bilateral trade volume may be explained
by several obstacles that distance places against smooth trade. In other words, by distance
effect, is not only the increase in the cost of transportation but also different costs that traders
may face when transporting a good to a customer in the partner economy. Distance could
account for consumers’ tastes, and tastes can lower the magnitude of trade even in online
products that are assumed to have zero transaction costs.

The distance effect on trade is assumed to be equal to one. Empirical evidence also
verifies this theoretical conclusion. According to Disdier and Head (2008) which the authors
investigated the distance effect based on 1467 estimates from 103 different papers, the
distance effect is close to 0.9. Yet, this “average” value agrees with theoretical predictions.
The analysis of sub-groups, (i.e., different scaled economies, different geographical regions,
different periods) may show a variation from this average value. On the other hand, the world
is no longer as large as in former decades due to technological advances, namely
communication and transportation. Thus, it is fair to expect a shrinking distance coefficient
effect over time. Yet, empirical studies measuring the progress of trade elasticities
concerning distance do not strictly verify this assumption. Some authors find a minimal
change in trade elasticity (Leamer & Medberry, 1993). A similar result was found by
(Disdier & Head, 2008). Authors argue that the distance effect rises during the mid-1900s
then remains constant afterwards. Besides these studies that mainly propose that the distance
effect is somewhat stable over time, some studies find an increasing distance effect on one
side and a decreasing distance effect on the other. For instance, Soloaga and Winters (2001)
and Brei and Goetz (2018) have concluded that the distance effects are increasing throughout
time and are now getting closer to 2. On the contrary, Eichengreen and Irwin (1998), Brun
et al. (2005), Felbelmayr and Kohler (2006), and Lin and Sim (2012) found a decreasing
trend in the distance effect over time.

One may think about several reasonable explanations for these contradictory results.
From a methodological point of view, we can argue that the variables considered in the
model may have created these results. For instance, Brun et al. (2005) intercalate
infrastructure into the conventional gravity model and argue that the infrastructure causes a
reduction in the distance effect. Felbermayr and Kohler (2006) say that omitting the impact
of extensive margin of trade is the main reason for the questionable results of the non-
decreasing distance effect in previous studies. The final explanation comes from Berthelon
and Freund (2008). The authors argue that changes in distance coefficients across industries
increase the overall distance coefficient. Two possible reasons for these changes arise. First,
in some sectors, goods have become more substitutable. Second, trade costs have changed
too. Lin and Sim (2012) argue that initial evidence of the distance effect gathered from
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regressions employing annual data may be a misleading indicator of the true impact of
distance on trade.

The novelty of this paper is the introduction of trade agreements from almost all
continents into the gravity model. There are a couple of attempts to introduce trade unions
to the conventional gravity model; however, primarily due to lack of data and secondarily,
due to the scope of the study, most of the trade unions and/or agreements were left outside
the analysis. This paper aims to introduce trade unions/agreements as much as possible into
the model. By doing so, we can distinguish the difference in trade volumes between unions
formed by developing countries and unions formed by developed countries.

2. Customs Unions

Trade unions and agreements have complex structures. Such agreements aim to
increase economic efficiency, affecting member countries' trade volumes. It may be argued
that such agreements aim to establish a customs union. Thus, to bypass the possible struggle
while classifying numerous types of trade agreements, only customs unions are considered
in this paper. As mentioned above, 7 of these trade unions were taken into consideration. As
of 2016, these unions constituted 59% of the world’s GDP. Not surprisingly, NAFTA and
the EU constitute most of this volume; thus, one may regard these unions as established by
developed countries. Developing countries formed other trade unions.

The oldest customs union is the South Africa Customs Union, established in 1910,
and the most recent one is the Eurasian Economic Union established in 2015. Although the
first customs union dates to the early 1900s, one may argue that it gained momentum during
1990 with the establishment of the EU and NAFTA. The unique property of each customs
union is that member countries are of the same geographical region (continents in most
cases).

Table: 1
Customs Unions, Their Shares in World GDP and Year of Establishment
UNION % of World GDP Established
NAFTA 27.97% 1994
EU 19.61% 1993
LAIA 5.74% 1980
MERCOSUR 3.20% 1991
EAEU 1.96% 2015
SACU 0.43% 1910
UEMOA 0.13% 1975
CARICOM 0.10% 1973
59.14%

Source: World Bank Data, Customs Unions” websites.

At this point, we should put a remark concerning the causality between a customs
union and trade volumes. The question to be answered is: Are these customs unions
established to increase inter-country trade of the members, or were the members of these
customs unions already large trade partners of each other? The answer is “both”. It is almost
impossible to classify the gain in terms of trade from being a customs union member. It is
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evident that, unsurprisingly, by the goal of establishing a customs union, a customs union
tends to increase trade between member countries. However, it has also been argued that the
trade volume between members and non-members will decrease.

3. Methodology

The gravity model for trade was employed in this paper. Tinbergen (1962) and
P6yhonen (1963) are the first authors who introduced the gravity model to the literature.
Since then, the model has gained increasing popularity in testing empirical trade analysis.
Trade literature and topics concerning international flows, migration, Foreign Direct
Investment, Banking sector have benefited from the gravity model’s logic. The main
assertion of the gravity model is that exports from country “i” to country “j” are determined
by the economic sizes of the trade partners measured in terms of GDP or GNP, populations,
and geographical distances between these partners. In addition to these fundamental
variables, most scholars tend to include additional control variables to the model like
infrastructure endowments, social and economic variables, and dummy variables to assess
the importance of different institutional characteristics of the countries.

Initially, the model was not theoretically improved; however, after the second half of
the 1970s, several authors contributed, and the model started to be more complex and able
to explain the trade flows between different countries of the same kind. Anderson (1979)
made the first significant contribution to the model. The author used properties of
expenditure systems with identical homothetic preferences across regions. The products are
differentiated by place of origin. Bergstrand (1985) made another significant contribution to
the model. Instead of perfectly substitutable international goods, the author introduced
monopolistic competition and product differentiation to the model. Helpman and Krugman
(1985) used a differentiated product with increasing returns to scale and presented a concrete
theory of international trade where there is a lack of perfect competition. Anderson and Van
Wincoop (2003) also agreed that each region’s product differentiation specialised in a
particular good. Further authors derived a model based on manipulating the CES expenditure
system. These different approaches and contributions to the conventional gravity model
enabled us to explain other specifications and some diversity in the outcomes of the
empirical analysis.

When we turn our attention to the empirical studies, we see numerous of them in the
international trade literature, which at the same time contributed to the improvement of the
gravity model. Among those studies, some are like our work. These studies may be classified
into two: (a) improvements in the model specification (i.e., Matyas, 1997; Cheng & Wall,
2005; Breuss & Egger, 1999; Egger, 2000) and (b) restating the existing variables and
addition of new control variables (i.e., Bergstrand, 1985; Helpman, 1987; Wei, 1996;
Soloaga & Winters, 2001; Limao & Venables, 2001; Bougheas et al., 1999).

169



Sevencan, A. & C.L. Uslu (2022), “Do Trade Agreements and Economic Unions
Create Clusters in Global International Trade?”, Sosyoekonomi, 30(54), 165-177.

The conventional gravity model asserts that the volume of exports between trading
partners, X;;, is a function of their incomes, populations, geographical distance between
countries and a set of dummies to capture the institutional differences.

B
Xij — ﬁoyiﬁlyj szSI\]jﬁ4D55A56uij (1)

where the subscript “i” denotes exporter country, subscript /" denotes importer country,
“Y” is the GDP, “N” is the population, “D” is the distance between exporter and importer,
and “A” is the set of dummy variables and “u” is the random error term.

Alternately, one can also write the above equation by using Per-Capita GDPs rather
than GDP itself. This approach leads us to re-state the equation as

Xij = vo¥/" Y2 YH* YH!*D]? Altuy; 7))

where YH; and Y H; are Per-Capita GDPs of exporter and importer countries respectively.
Equation (1) and (2) are identical giventhat 8, = y; + ¥3, 8, = V2 + V4, B3 = =y and B, =
—V.. The choice between two specifications depends on the scope of the study. If the model
is employed to study bilateral trade of a specific product, then the second specification is
used (see Bergstrand, 1985). If the model is employed to study aggregated exports, then the
first specification is generally used (see Endoh, 1999). For estimation purposes, the first
specification is expressed as,

IXij = Bo + BalY; + BalY; + B3IN; + BulN; + BslDij + Xn SpPijn + wij (©))

where | denotes the natural logs, Y., 6, P;j, is the set of dummies and P;;,, takes on value one
when a country satisfies a certain criterion (i.e., belonging to a customs union), and zero
otherwise. Our model includes a distinct set of dummies that captures whether a country is
a member of a customs union or not. Each customs union has its own dummy; therefore,
there are 7 dummies in our model. The theory suggests that being a member of the same
customs union and sharing a common border are characteristics that should increase the
bilateral trade between these two countries: thus, all the coefficients on dummy variables
(63,) to be positive.

When g coefficients are considered, 8, and S, are expected to be positive. The signs
of B; and B, are ambiguous. Finally, the coefficient on distance, S is expected to be
negative. A high GDP of the exporter country implies that the production in that country is
also high; thus, it has a higher potential to export, implying that g, is expected to be positive.
On the other hand, high GDP for the importing country implies that the income level in this
country is also high, implying that they have the financial sufficiency to import. The
coefficient on the population of the exporting and importing country, 85 and g,, may be
positive or negative depending on the export and import figures and their population. More
specifically, relatively small countries in terms of population may be exporting (importing)
more than populated countries. If that is the case, we expect 85 (B,) to be negative. It may
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also be that in terms of population, are exporting (importing) more than small countries,
leading to a positive expected S5 (B,).

The coefficient over distance is expected to be negative since it closely approximates
any cost associated with trade, yet there is more to say. Bougheas et al. (1999) argue that
public infrastructure is another determinant of transportation costs. Using a simple index,
the authors introduced differences in countries' infrastructures to the gravity model. Using
data from European countries, the authors conclude a positive relationship between trade
volume and infrastructure level. Unfortunately, this is not an option for us since our data
covers 142 countries and creating an index that proxy’s infrastructure is merely impossible.
Thus, even though we know the importance of public infrastructure in the volume of trade,
it is not even an option to introduce it in our model.

Finally, we also introduced the exchange rate since it is one of the most important
determinants of international trade.

4. Findings

Our data contains 142 countries and 12 years between 2009 and 2020. 66! of these
countries are members of a customs union; however, due to lack of data, not every member
country of customs unions under consideration was taken into the data set?. There are 20.022
possible trading pairs per year, yet not all countries in the sample export to the entire
countries in the sample set; thus, this number fluctuates between 14.212 (2018) and 11.964
(2013) per year.

Following the common practice in literature, we have estimated the gravity model in
a panel data framework. This estimation has some advantages over cross-section analysis.
First, panel data makes it possible to capture the relationships among variables over time.
Second, the panel data set can capture and reflect the possible unobservable trading partner
pair’s personal effects. When these effects are omitted, OLS estimates will be biased if
individual results are correlated with regressors.

The estimated gravity models for each trading pair are as follows,
IXij = a;j + i1V + BolYje + B3IN;e + BalNjr + BsID;j + Xp pPijn + Uyje 4
IXij = a;j + il + BolYje + B3INie + BalNjr + BsID;j + BelER;jr X OpPijn + wije  (5)

where the coefficient «;; is the individual effects. Equation 4 corresponds to the
conventional gravity model and equation 5 corresponds to the augmented gravity model.

Since Turkey and Andorra are members of the customs union, they are considered as EU members.

2 Cuba from LAIA, Lesotho and Swaziland from SACU, Antiqua and Barbuda, Grenada, Haiti, Saint Kitts and
Nevis, Saint Lucia, Saint Vincent and the Grenadines from CARICOM, Guinea-Bissau from UEMOA are
excluded from the data set due to lack of data.
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LER;j, is the natural log of exchange rate between trading partners’ currencies and takes on
the value of 1 if both countries use the same currency?

From the basics of panel data estimation, we should decide whether these effects are
fixed or random as we introduce the personal impact. The random effects model would be
suitable when trade flows are estimated using a sample randomly drawn from a large
population. On the contrary, the fixed effects model would produce better estimates than the
random effects model if the question estimates typical trade flows between pre-determined
selections of nations (Egger, 2000). Our sample includes almost all members of customs
unions but not whole countries in the world; we intended to use fixed effect estimation. Yet,
we still conducted the Housman test to check whether the random effect model was more
suitable than the fixed effect model.

We estimated equations 4 and 5 using four different methodologies (OLS, OLS
Cross-Section Means, Fixed Effects and Random Effects). First, to compare estimation
results, data were pooled, and the OLS method was used (a;; = a) and the results are
presented in the second and third columns of Table 2. Secondly, regression is also applied
to the cross-section means. The fourth and fifth columns of Table 2 are devoted to the results
of OLS (cross-section means).

OLS and OLS (Cross-Section Means)

Both estimation techniques and model specifications Importer Income, Exporter
Income and Distance variables have the anticipated signs, and the coefficients are
significant. When the Customs Union dummies are considered, it is evident that being a
member of NAFTA, EU, LAIA, EACU, and UEMOA positively contributes to exports;
however, coefficients on LAIA, EACU and UEMOA are not significant. An interesting
result from the OLS estimation was obtained for the SACU members. The coefficient on the
SACU dummy is negative and statistically significant, indicating that being a SACU
member reduces the exports from the country. From both estimations, except for NAFTA
and the EU, we see no positive and significant relationship between customs union
membership and exports. Furthermore, for SACU and CARICOM, the coefficient has a
negative sign.

The OLS on estimates with cross-section means reveal the differences between
individuals; yet ignore any information within individuals. As one can easily see from Table
2, the coefficient estimates for the standard gravity model are close to those of the pooled
data. The only difference between the two estimations is the significance of the dummy
coefficient on SACU. The sign of the coefficient did not change; however, in the second
model, the coefficient lost its relevance.
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Table: 2
OLS Results for the Basic and Augmented Gravity Equations
OLS Estimates OLS (Cross-Section Means) Estimates
Independent Variables Standard Gravity Model Augmented Gravity Model Standard Gravity Model Augmented Gravity Model
Constant 0.28 081
(0.89) (L.61)*
121 1.42 1.22 1.29
Exporter Income (18.36)* (18.24)* (11.36)* (18.42)*
Importer Income 126 140 120 144
(13.45)* (23.60)* (14.52)* (28.60)*
) -0.46 0.40 -0.44 0.38
Exporter Population (0.26) (0.196) (0.18) (0.196)
Importer Population 0.25 032 0.32 037
P P (3.18) (3.59) (3.63) (3.78)
Distance -1.02 0.99 -1.09 0.94
(23.16)* (26.15)* (24.18)* (24.15)*
0.028 0.028
Exchange Rate (4.65) - (4.66)
0.09 0.11 0.11 0.13
NAFTA Dummy (1.98)** (1.99)** (2.38)* (2.09)*
EU Dumm 052 0.54 0.55 0.50
Y (6.42)* (6.55)* (5.39)* (5.55)*
0.42 041 041 0.55
LAIA Dummy (0.026) (0.036) (0.038) (0.07)
-0.15 0.16 -0.12 0.19
SACU Dummy 2.16)* 2.32) (0.48) (0.56)
0.32 0.35 0.30 0.33
EACU Dummy (L18) 122) (1.19) (L.16)
053 053 0.65 0.56
UEMOA Dummy (0.61) (0.96) (0.65) (0.80)
-0.13 0.14 -0.23 0.31
CARICOM (0.06) (0.06) (0.16) 0.12)
Adjusted R? 0.69 0.67 0.70 0.73
F-Test 43.26 43.18
SSR 3.882 3.458 3.916 3614
n 116.412 116.412 116.412 116.412

Notes: Time dummies are not reported; all variables except dummies are expressed in natural logarithms; estimations use White'’s heteroscedasticity
consistent covariance matrix estimator, t-statistics are in parenthesis, *, **, *** denote significance at 1%, 5% and 10% levels respectively.

After this brief look at the OLS estimations, we should focus on the last two
estimation techniques since the OLS results in the panel data may be biased. To solve the
problem, the model with personal effects should be estimated.

Fixed Effects Random Effects Model

Table 3 monitors the estimation results of the primary and augmented specifications
of the Fixed and Random Effects Models. After estimating the Fixed Effects Model, using
a Housman test, we test for the null hypothesis where explanatory variables and the
individual effects are uncorrelated to discriminate between the two models (Fixed Effects vs
Random Effects). Under both the null and alternative hypotheses, the fixed effects estimates
are consistent. On the other hand, the random effects models are consistent under the null
hypothesis. Therefore, if the null hypothesis holds, the Random Effects Model will be used,;

otherwise, the Fixed Effects Model will be preferred.
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Table: 3
Regression Results for the Fixed Effects and Random Effects Models
Fixed Effects Model Random Effects Model
Independent Variables Standard Gravity Model Augmented Gravity Model Standard Gravity Model Augmented Gravity Model
Constant - 0.42 0.83
(1.01) (1.56)
1.27 1.65 1.28 1.28
Exporter Income (12.18)* (17.42)* (11.08)* (19.62)*
Importer Income 144 1.65 135 1.52
(14.66)* (24.60) (13.27)* (25.15)*
. -3.42 -3.45 -3.14 -3.14
Exporter Population (3.26)* (3.36) (5.22)* (3.26)
Importer Population 3.86 3.48 3.12 228
P P (3.47) (4.22) (357)* (3.65)
. -1.34 -1.32
Distance - (23.18)* (27.19)*
0.22 0.26
Exchange Rate (3.68)* - (2.66)
0.16 0.18 0.19 0.26
NAFTA Dummy (3.52)* (3.28)* (3.68)* (4.42)*
EU Dumm 0.43 0.72 0.51 0.18
Y (4.65) * (7.48)* (5.75)* (4.25)*
0.52 0.44 0.48 0.46
LAIA Dummy (0.45) (0.68) (0.48) (0.62)
-0.17 -0.26 -0.25 -0.36
SACU Dummy (.34 (2.65) (3.42)* (2.85)
0.78 0.77 0.61 0.76
UEMOA Dummy (0.44) (0.62) (0.42) (0.43)
-0.35 -0.33 -0.76 -0.42
CARICOM (0.63) (0.54) (0.64) (0.65)
Adjusted R? 0.86 0.89 0.92 0.93
SSR 322.16 345.92 336.16 326.26
Hausman Test 742.6 775.7 - -
n 116.412 116.412 116.412 116.412

Notes: Time dummies are not reported; all variables except dummies are expressed in natural logarithms; estimations use White's heteroscedasticity
consistent covariance matrix estimator, t-statistics are in parenthesis, *, **, *** denote significance at 1%, 5% and 10% levels respectively, The
Housman test follows a X% with 10 and 11 degrees of freedom in models respectively.

Table 3 presents the results of the Fixed and Random Effects estimations. The
Housman test rejects the null hypothesis. We selected fixed effects estimations since
selecting random effects will lead to inconsistent estimates. Yet, results are still presented
for the sake of information. If the pooled estimates are compared with Fixed Effects
estimations, we see that some variables have increased in value while some have decreased.
The signs of non-dummy variables are as expected. We see that the incomes of both
exporters and importers significantly affect the trade volume. Thus, we can argue that highly
producing countries export more, and again highly producing countries have enough
financial sources to import. The signs of exporter and importer countries’ populations exhibit
an interesting result. In all estimations, the sign of the coefficient on the importer population
is positive, whereas the sign turns out to be negative for the exporter country. This result
may infer that highly exporting countries have higher productivity; therefore, even with a
relatively lower population, they can produce exportable goods. On the importer side,
however, the story is different. Apparently, at the global level, the domestic demand is
satisfied with imports; thus, a higher population leads to higher import levels.

Unsurprisingly, the sign of the coefficient on distance is negative, which is no
different from than expectations and results of the previous studies cited above; as the
distance between countries increases, bilateral trade decreases.
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5. Discussion

Typical trade union actions include providing know-how and services to their
members and collectively bargaining for better trade contracts. The main question is whether
customs unions tend to increase exports and whether these unions create trade clusters. The
results are complicated. The results of all four estimations show that the EU and NAFTA
members are highly exporting countries. This may be due to the proximity between the
member countries' cultures and social and economic structures. Looking at the EU, we see
that member countries share the same history, jurisdiction, administration and culture to
some degree. Thus, it is no surprise that intra-trade among the EU countries shows evidence
of severe clustering. EU policymakers see the promotion of international trade with the rest
of the world as one of the most important deriving factors that enhance economic growth
and welfare. Except for the length of historical background, one can easily argue that the
same factors also determine the clustering at NAFTA. On the contrary, other customs unions
have no significant effect on member countries’ exports. Except for SACU, all the dummies
for other trade unions in all four regression results are insignificant, indicating no evidence
that member countries benefit from being a member of these trade/customs unions. An
interesting result is the sign of the coefficient on the SACU dummy. The coefficient is
negative, indicating that being a SACU member negatively affects the exports.

Typical trade union actions include providing know-how and services to their
members and collectively bargaining for better trade contracts.

6. Conclusion

This paper investigates whether trade (customs) unions have a significant role in
global trade clusters. The unions considered in this paper are the European Union (EU),
North American Free Trade Agreement (NAFTA), Latin American Integration Association
(LAIA), South African Customs Union (SACU), Southern Cone Common Market
(MERCOSUR), Caribbean Community (CARICOM), Eurasian Customs Union (EACU),
West African Economic and Monetary Union (UEMOA). The data covers 142 countries and
eight years between 2009 and 2016. The gravity trade model was used to investigate the
relationship between the volume and direction of exports and the formation of regional trade
blocs. The conventional gravity model asserts that the volume of exports between trading
partners, X;;, is a function of their incomes, GD P;;, their populations, geographical distance
between countries and a set of dummies to capture the institutional differences. Our model
includes incomes of exporter and importer counties, populations of exporter and importer
countries, and distance and customs union dummies. Even though we admit that the
infrastructure of both exporting and importing countries is an important determinant in
explaining the trade between countries, due to the high number of countries included in the
sample and the lack of data, we omitted the infrastructure dummy from the analysis.

The model was estimated using four different techniques, yet they estimated similar
results. The methods used were OLS, OLS (cross-section means), Fixed Effects Model, and
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Random Effects Model. The first two techniques were estimated for comparison since the
OLS estimations in panel data would lead to biased results. The Housman test statistics
indicated that a Fixed Effects Model is appropriate for the dataset.

Results indicate similar results to those of the literature. The GDP of exporter and
importer countries positively affects the trade between nations. Another variable estimated
by the other empirical analyses is the distance variable. The coefficient is negative, verifying
the argument that the distance negatively affects the trade between countries. Population
variables have interesting results. The variable on exporter and importer population has
negative and positive signs, indicating that the labour productivity of highly importing
countries is higher than those with a low export volume. The dummies on customs unions
dummies exhibit interesting results. Three of the seven dummies are statistically significant,
and two of these three dummies (EU and NAFTA) have a positive sign indicating that
members of these customs unions are highly exporting countries. The third customs union
dummy with a statistically significant dummy is the SACU. However, interestingly, the
coefficient is negative, indicating that SACU members have a disadvantage in exports.
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Abstract

This research study aims to determine the relationship between the financial failure risk and
firm value in lodging companies operating in the European lodging industry. The impact of financial
failure risks on firm value in lodging companies is tested with the Generalized Method of Moments
(GMM) on several econometric models established for the research study. As a result of the analysis,
according to the Fulmer H Score, Ohlson Score, and Springate Score models, it is determined that the
firm values increase as the financial failure risks of lodging companies decrease. There is a limited
number of studies in the finance literature examining the effect of the financial failure of lodging
companies on financial performance. In this context, the study tries to reveal the relationship between
the risk of financial failure and firm value in lodging companies by contributing to the tourism and
finance literature.
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Bu aragtirmanin amaci, Avrupa konaklama sektoriinde faaliyet gosteren konaklama
isletmelerinin finansal basarisizlik riski ile firma degeri arasindaki iligkiyi belirlemektir. Konaklama
isletmelerine ait finansal basarisizlik risklerinin firma degeri tizerindeki etkisi, arastirma dogrultusunda
olusturulan Genellestirilmis Momentler Yontemi (GMM) ile test edilmistir. Yapilan analizler
sonucunda Fulmer H Skoru, Ohlson Skoru ve Springate Skoru modellerine gore konaklama
isletmelerinin finansal basarisizlik riskleri azaldik¢a firma degerlerinin arttigi belirlenmistir. Finans
literatiiriinde konaklama isletmelerinin finansal basarisizliginin finansal performans tizerindeki
etkisini inceleyen sinirli sayida arastirma bulunmaktadir. Bu baglamda galigma, turizm ve finans

literatiiriine katki saglayarak konaklama isletmelerinde finansal basarisizlik riski ile firma degeri
arasindaki iligkiyi ortaya koymaya ¢aligmaktadir.

Anahtar Sozciikler : Finansal Basarisizhik Riski, Iflas, Firma Degeri, Konaklama
Isletmeleri, Avrupa.
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1. Introduction

Along with the rapid growth in economies, globalisation has caused the removal of
commercial, economic, and political borders, a rapid change in technology and trade in the
international sense, and the intensification of economic relations; hence, this situation has
affected all enterprises. With the rapidly developing economy in recent years, global
financial crises and pandemics are seen as worldwide issues and negatively affect the
countries’ economies, as well as the real and financial markets (Peric et al., 2021: 2; Salehi
& Pour, 2016: 546; Tiirksoy, 2007: 101). Problems experienced in national economies on a
global or local scale may adversely affect the financial performance of enterprises and
aggravate financial failure or bankruptcy risks.

The tourism sector, as one of the largest sectors of the world economy, is highly
crucial to the economies of both developed and developing countries in terms of generating
new employment opportunities, contributing positively to the foreign trade balance,
eliminating the differences among regions and countries in terms of economic development,
and boosting other sectors in the economy by creating investment and income (Bahar &
Kozak, 2006: 159; Sacco & Cassar, 2019: 87). One of the basic elements of the service chain
offered in the tourism sector is the lodging service. Lodging companies offering this service
are enterprises that need capital-intensive investments for which the demand is highly
flexible and in which both economic and political risks are high (Karadeniz, 2017: 168;
Karadeniz et al., 2009: 595; Song & Kang, 2019: 1489). Lodging companies are adversely
affected by developments such as natural disasters, internal conflicts, epidemics, terrorist
attacks, economic and political instability, and national and international economic and
financial crises occurring in different parts of the world (K6sker, 2017: 217; Tse, 2006: 20),
and ultimately, they are likely to encounter financial failure and bankruptcy. In this context,
making effective investment and funding decisions and proactively managing the risk of
financial failure by continuously measuring the financial failure risk are of great importance
for maximising firm value and maintaining sustainable financial performance in lodging
companies in which operational risks are quite high (Gemar et al., 2019: 1547; Karadeniz &
Ocek, 2020: 395).

The primary purpose of this research study is to examine the relationship between
financial failure risk and firm value in lodging companies operating in European countries.
On the other hand, it is determined whether or not the models that predict the financial failure
risk probability of enterprises in finance theory successfully predict the impact of financial
failure on the firm value of lodging companies. Upon examining the literature on the subject,
it is seen that there are studies examining the impact of financial failure risk on the financial
performance of enterprises. However, the number of research studies on lodging companies
is limited. From this point of view, this research study is intended to help to predict the
relationship between financial failure risk in lodging companies and firm value, provide
investors and managers with the helpful information in the context of lodging companies in
Europe, and contribute to the literature.
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The research study consists of five sections in compliance with the specified
purposes. In the introduction section, the importance of the subject is explained by
presenting general information regarding the issue. In the second section, similar studies
conducted in the financial literature are reviewed by mentioning financial failure and
bankruptcy concepts. The third section presents the data and methodology used in the
research study. The fourth section includes the findings of the research study. In the last
section, analysis results are discussed, and related suggestions are made.

2. Literature Review

2.1. Prediction of Financial Failure

Financial failure and legal bankruptcy at the end of this process are two significant
risks for enterprises. In the event of financial failure and bankruptcy, many groups, such as
business owners, shareholders, employees, investors, government bodies, external auditors,
and public institutions, are affected by this process. In this regard, it is crucial to anticipate
enterprises’ financial failure risk and make economic and managerial decisions.
Investigation of the financial failure risk has enabled the development of prediction models
in research studies (Buzgurescu & Elena, 2020: 21). Upon examining the literature on the
subject; it is seen that studies are using different methodologies to predict and measure either
financial failure or bankruptcy risk (Altman, 1968; Dewi & Hadri, 2017; Edmister, 1972;
Fulmer et al., 1984; Meyer & Pifer, 1970; Wilcox, 1971). In most of these studies, models
have been developed with the help of financial ratios, and the financial failure risk was tried
to be predicted in advance (Altman, 1968; Beaver, 1966; Fulmer et al., 1984; Legault, 1987;
Ohlson, 1980; Springate, 1978; Weibel, 1973). In general, it is seen that the studies that
develop the theory concentrate on issues such as the extent to which companies incur the
financial failure risk, the level of applicability of the model, the accessibility of the financial
information used in the model, and the extent to which the model predicts financial failure.

Studies conducted on the financial failure of enterprises were first encountered in the
finance literature throughout the 1930s. In the first studies ever performed, financial ratios
were calculated by evaluating the financial statements of the enterprises classified as
successful and unsuccessful. It was observed that the financial ratios of the unsuccessful
enterprises in previous years have deteriorated. Among the financial ratios examined in the
first studies; net working capital, current ratio, leverage ratio, and equity/total equity and
liabilities ratio are found to be more important than other ratios under examination (Merwin,
1942: 14; Pereira et al., 2017: 277; Smith & Winakor, 1935: 51). With the oil crisis in 1973,
the concept of financial failure first started to be discussed sophistically. In this process,
along with comprehending the importance of predicting financial failure, prediction models
began to be developed. Studies conducted on financial failure prediction have been initiated
with one-dimensional methods. Towards the 1980s, the most preferred methods were
multivariate statistical methods, multiple discriminant models, logistic regression models,
and probit regression models (Ozdemir, 2011: 56). It is possible to observe the signs of
financial failure experienced by enterprises in financial statements. In this context, it is seen
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that financial ratios yield the most successful results regarding the estimation of financial
failure or bankruptcy risk (Kiyak & Labanauskaite, 2012: 897).

One of the pioneering research studies in the finance literature to estimate the
financial failure risk with the help of financial ratios was conducted by Beaver (1966).
Beaver (1966) analysed 158 enterprises to assess the financial failure risk of enterprises and
found that it was possible to predict financial failure five years in advance courtesy of the
predetermined financial ratios. Beaver (1966) suggested that the ratios under examination
did not indicate a normal distribution, multivariate models could be realised under the
assumption of normal distribution, and it was more advantageous to utilise a one-
dimensional model in that respect. Nonetheless, the matched sampling technique used in the
research study is mainly criticised because keeping variables such as year and total assets
under control may adversely predict financial failure. In the following years,
multidimensional models began to be used in research studies due to the disadvantages of
one-dimensional models, such as the presentation of contradictory results, the inability to
measure all the features of enterprises as well as the relationship among components, and
poor predictive power compared to multidimensional models. Achievement of results that
differ from the multidimensional models (Outecheva, 2007: 87). Altman (1968), who
performed the most basic analysis on the financial failure risk, utilised a multivariate
discriminant analysis to estimate the financial failure risk of 66 companies. As a result of
the analysis, financial failure was correctly predicted at 94% two years before the financial
failure. Altman (1968) was criticised because the study was not based on a theoretical
framework, the model's predictive power was sufficient for only 1 and 2 years before the
failure, and the basic assumptions were not checked for multidimensional analysis.
Nevertheless, it is one of the most referenced studies in the literature (Wilcox, 1971: 390).
Weibel (1973) performed the univariate statistical analysis method for small-scale
enterprises operating in Switzerland. In the study, it was stated that the cash flow rate of
successful enterprises was higher compared to unsuccessful ones. In that context, the cash
flow rate significantly predicted financial failure. Springate (1978) tried to measure the
financial failure risks of enterprises in Canada, performing multivariate discriminant
analysis and determined the predictive power of the model, which was established based on
Altman (1968), as 88%.

In the 1980s, it was seen that a transition existed from multivariate discriminant
methods to the logit method in predicting the financial failure of enterprises. Ohlson (1980)
indicated that financial failure could be expected five years in advance with the model
developed using the logit method, one of the statistical methods, on 2,163 enterprises.
Fulmer et al. (1984) determined that the established model was successful at 81% in
predicting the financial failure risk of 60 companies operating in the USA. Legault (1987)
found that the CA-Score model, which they developed by utilising the Altman Z score
model, was successful at 83% in predicting the financial failures of enterprises. Since the
2000s, new models have been developed in the financial failure prediction methods in
compliance with the development of technology and statistical analysis methods and the
needs of enterprises. These methods consist of multinomial logistic regression analysis,
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multiple linear regression analysis, probit models, multidimensional statistical models,
artificial neural networks, support vector machines, genetic algorithms, and fuzzy logic
models (Gritta et al., 2008: 194).

It is seen that the number of models which have been developed to predict financial
failures in the tourism sector is quite limited in the literature. Firstly, Gu and Gao (2000)
determined 14 ratios to measure the financial failure risk in the tourism sector, using
previous studies and considering the sector's characteristics. In the multivariate discriminant
analysis they developed, it was determined that 28 enterprises in the tourism sector of the
USA were successful with 93% accuracy in predicting the financial failure risks over the
period 1986-1987, one year before the failure. It was stated that this study was more suitable
for restaurant businesses. Hence its small sample size was criticised. Upon these criticisms,
Gu (2002) expanded the sample from 1986-1998 to 36 restaurant businesses in the USA.
Upon conducting the multivariate discriminant analysis that was developed with 12 ratios
using previous studies (Gu & Gao, 2000), the accuracy rate in predicting financial failure
one year before was determined as 92%. Although the performances of predicting financial
failure in both of the studies above are found to be successful, the time frame of predicting
failure was relatively short for businesses to take appropriate measures. Kim and Gu (2006)
generated a logit model to predict the financial failure risks of 32 accommodation businesses
in the USA over the period 1999-2004 to eliminate the such deficiency. As a result of the
analysis, the accuracy percentage of the logit model in predicting financial failure ranged
between 84% and 91%. Youn and Gu (2010) developed a logistic regression model and an
artificial neural network model to predict financial failure for 66 hospitality businesses in
Korea from 2000 to 2005. The study concluded that both models successfully predicted
financial failure; artificial neural networks reliably assessed the future financial situation of
hospitality businesses, and the logistic regression model successfully described the measures
to prevent failure. According to the results of the research study, it was seen that the success
power of the models generated in predicting financial failure in hospitality businesses was
relatively high. However, the prediction time frame was short.

2.2. Financial Failure and Financial Performance

Upon examining the literature chronologically, it is seen that besides the pioneering
literature on financial failure prediction, there are studies that examined the financial
performance characteristics of enterprises with financial failure risks and the relationship
between financial failure risk and financial performance. It is observed that these studies
used accounting and market-based financial performance criteria.

Tan (2012) examined the relationship between financial failure and firm performance
of 277 companies in 8 East Asian countries from 1993 to 2002. The research study measured
financial performance by the asset profitability ratio and Tobin’s Q, while the financial
leverage ratio expressed financial failure. As a result of the research study, it was determined
that companies with low financial leverage, similar to previous studies (Asgharian, 2002;
Opler & Titman, 1994), performed better than those with higher financial leverage ratios.
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Moreover, it was observed in the research study that companies with high leverage ratios
exhibited lower financial performance during the crisis period. In a study conducted in
Japan, Shean (2019) investigated internal and external factors affecting the firm value of
Honda Motor Company from 2013-2017. While firm value was expressed with Tobin's Q,
factors affecting firm value were categorised into two groups. The corporate governance
index, return on assets, return on equity, and the Altman Z score was the internal factors. In
contrast, the external factors were the gross domestic product, unemployment, and exchange
rate. As a result of the research study, it was concluded that the firm value of the company
(Tobin’s Q) was affected mainly by the Altman Z score.

Shaukat and Affandi (2015) examined the impact of financial failure on the financial
performance of 15 Pakistani fuel and energy enterprises over the period 2007-2012. In the
study, the financial failure risks of the companies were measured with the Altman Z Score
model, and earnings per share measured their financial performance. As a result of the
research study, a significant and inverse relationship was found between financial failure
risk and financial performance. Al Kassar and Soileau (2014) examined the relationship
between the financial performance and financial failure of companies operating in different
sectors in Jordan from 1998 to 2011. As a result of the research study, it was determined that
a strong relationship existed between financial performance and financial failure risks of the
companies.

In Shahwan’s (2015) study, the relationship between the financial performances
(Tobin’s Q) and financial failure risks (Altman Z Score) of 86 enterprises in Egypt for the
year 2008 was examined. According to the results of the regression analysis, it was revealed
that a significant negative relationship exists between the performance of the enterprises and
their financial failure risks. In other words, similar to the literature in general, it was
determined that the financial performances of the enterprises without the financial failure
risk were high. Delavar et al. (2015) examined the relationship between the financial
performances and failures of 71 enterprises listed on the Tehran Stock Exchange from 2004-
2012. The financial performances of the enterprises were measured with Tobin’s Q, whereas
the financial failure risks were measured with the Altman Z Score model. According to the
results of the research study, it was determined that no relationship existed between the firm
values and the financial failure risks of the enterprises, contrary to the general studies
conducted in the literature.

Aina (2019) investigated the impact of the financial failure on the operating
performance of five sub-companies of the International Mondelez operating in the USA
from 2012-2016. In the study, while the financial failure risk was expressed with the Altman
Z score, the firm performance was categorised into two groups: firm-specific and
macroeconomic factors. While defining the corporate governance index, return on assets,
return on equity, and Tobin’s Q ratio as firm-specific factors, the gross domestic product,
exchange rate, and unemployment rate were determined as macroeconomic factors. As a
result of the research study, it was concluded that business performance affected financial
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success, macroeconomic factors had a more significant impact than firm-specific factors,
and the exchange rate mostly affected financial failure.

In the literature, it is seen that there are studies conducted on financial failure risk
estimation of lodging companies. Still, there are a limited number of studies investigating
the relationship between financial failure risk and financial performance or firm value.
Aggarwal and Padhan (2017) concluded that significant relationships of the leverage ratio,
liquidity ratio, firm size, economic growth, and Altman Z score with the firm value (market
value, book value ratio, business value) existed in lodging companies in India. In a study
conducted on Turkey’s BIST tourism index, Karaca and Ozen (2017) examined the impacts
of financial failure risks on stock prices of lodging companies over the period 2009-2016.
As aresult of the analysis, it was determined that companies, in general, had financial failure
risks. Still, the financial failure risk did not affect the companies’ stock prices. Using
different methods from other studies, Kim (2018) investigated the factors of financial failure
risks of 7,011 accommodation enterprises operating in the USA over the period 1988-2010.
In the research study where machine learning, artificial neural networks, and decision tree
analyses are performed, it is determined that stock prices, debt/equity ratio, and turnover
ratio affect financial failure.

3. Methodology
3.1. Sample and Data

In line with the purposes of the study, the sample of the study is constituted of lodging
companies operating in 19 European countries (Turkey, Bulgaria, Croatia, Cyprus, France,
Germany, Greece, Jersey, Macedonia, Malta, the Netherlands, Poland, Portugal, Republic
of Montenegro, Romania, Slovakia, Slovenia, Spain, the United Kingdom) and listed on the
stock markets of the relevant countries. Accordingly, the annual financial data of 70 lodging
companies trading in the European stock markets over the period 2012-2019 are utilised in
the analyses. The data are obtained from the Thomson Reuters Eikon database and the
corporate websites of the lodging companies.

3.2. Models and Variables

First, the financial failure risks of the lodging companies included in the analysis are
calculated annually from 2012-2019. In this context, the Altman Z Score, Altman Z’ Score,
Altman Z’’ Score, Springate, Ohlson Score, Fulmer, and CA-Score models are the most
accepted ones in the financial literature. Tobin’s Q ratio measures financial performance.
The dependent variables used in the analysis and the calculation methods of the independent
variables are presented in Table 1.
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Table: 1
Variables Used in the Analysis
Variables Calculation Method
Dependent Variable
Tobin’s Q Ratio (Total Assets + Equity Market Value - Equity Book Value) / Total Assets

Independent Variables

X1 = Net Working Capital/Total Assets
Xz = Unpaid Dividends/Total Assets
X = Earnings before Interest and Tax/Total Assets
Xa = Equity (Current Value)/Total Debts
Xs = Sales/Total Assets
Z =(0,012 X) + (0,014 Xz) + (0,033 X:) + (0,006 Xa) + (0,999 Xs)
X1 = Net Working Capital/Total Assets
X> = Unpaid Dividends/Total Assets
Xs = Earnings before Interest and Tax/Total Assets
X4 = Equity (Book Value)/Total Debts
Xs = Sales/Total Assets
Z’ = (0,717 X1) + (0,847 Xz) + (3,107 Xs) + (0,420 Xa) + (0,998 X;5)
Y, = Net Working Capital/Total Assets
Y: = Retained Earnings/Total Assets
The Altman Z** Score Y5 = Earnings before Interest and Tax/Total Assets
Y. = Total Equity/Total Debt
Z” =(0,0656 Y1) +(0,0326 Y>) + (0,0675 Ys) +(0,0105 Y4)
A = Working Capital/Total Assets
B = Earnings before Interest and Tax/Total Assets
The Springate Score C = Income Before Taxes/Short-term Debts
D = Sales / Total Assets
Z=1,03A +3,07B + 0,66C + 0,4D
WC = Working Capital
SIZE = Log (Total Assets)
TA = Total Assets
TL = Total Liabilities
CA = Current Assets
CL = Current Liabilities
NI = Net Income
EBITDA = Earnings Before Interests, Taxes, Depreciation, and Amortization
INTWO = Net Income in the past two years (1, if negative; 0 if positive)
OENEG = Whether or not total liabilities exceed total assets (1, if exceed; 0, if do not exceed)
O-SKOR =-1,32 - 0,407(SIZE) + 6,03(TL/TA) - 1,43(WC/TA) + 0,08(CL/CA) - 2,37(NI/TA) - 1,83(EBITDA/TL) +
0,285(INTWO) - 1,72(0ENEG) - 0,52[(NIt-NIt-1) / (INIt|+|N1t-1])]
V1 = Unpaid Dividends/Total Assets
V2 = Sales/Total Assets
V3 = Earnings before Tax/Total Equity
V4 = Cash/Total Liabilities
V5 = Total Debts / Total Assets
The Fulmer H Score V6 = Short-term Debts/Total Assets
V7 = Logarithm of Tangible Fixed Assets
V8 = Working Capital/Total Debts
V9 = (Log Earnings before Interest and Tax)/Interest Rate
H =5,528(V1) +0,212(V2) + 0,073(V3) + 1,270(V4) - 0,120(V5) + 2,335(V6) + 0,575(V7) + 1,083(V8) + 0,894(V9) -
6,075
CA-Score = 4,5913(Shareholders’ investments/Total Assets (1)) + 4,5080 (Ordinary Operating Profit or Loss + Financial
Expenses(1)/Total Assets(1)) + 0,3936(Sales(2)/Total Assets (2)) - 2,76716
CA-Score In model,
1 = One year ago,
2 = Two years ago
ROA Net Profits/Total Assets
Log(Sales) Natural Logarithm of Total Sales

The Altman Z Score

The Altman Z’ Score

The Ohlson Score

Upon considering the studies in which the variables presented in Table 1 are included,
the following models are developed to measure the impact of financial failure on the
financial performance of lodging companies.
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Model 1:

TQi=am f1TQ 1+ ALTZ i+ B3 ROA; + fuFS;+ g, 1)
Model 2:

TQie=a f1TQey+ f2ALTZ ;r B3ROA;+ BaF S+ &1 2
Model 3:

TQir=a+ f1TQey+f2ALTZ" ji+ B3 ROA;+ BaF S+ £, (3)
Model 4:

TQu=ap f1TQe1+f2FULj+ B3 ROA;+ BaF5Site; 4
Model 5:

TQi=a;+ BiTQe+f:CA;+ B3ROA; + BoF5;ve;, (5)
Model 6:

TQi=ay f1TQe1+20HL+ B3 ROA;+ fyFSit £, (6)
Model 7:

TQi=ap f1TQu1+25PR+ B3 ROA;+ ByF5ive; (7
In the models;

TQ;+ =the Tobin’s Q ratio of the i company in year t,

TQ;+—1 =the one-period lagged value of the Tobin’s Q ratio, as a dependent variable,
which is included in the model as required by the GMM method,

RO A;, = the return on assets of the it company in year t,
F5;, = the logarithms of the sale of the i" company in year t,
ALTZ;, = the Altman Z score of the it company in year t,
ALTZ';; = the Altman Z’ score of the it" company in year t,
ALTZ" ;; = the Altman Z’’ score of the i" company in year t,
FUL;, = the Fulmer H score of the i" company in year t,
CA;; = the CA-score of the it" company in year t,

OHL;, = the Ohlson score of the i company in year t,
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SPR;, = the Springate score of the it company in year t,
51 = estimation coefficients,

E; = the error term.

Panel data analysis, which provides the opportunity of combining the time-series and
cross-sectional data, is conducted in the study. Since the panel data analysis allows for
analysis with an extensive data set, short time series can be expanded through included cross-
sections and provide the opportunity to study the data with short time dimensions
(iskenderoglu et al., 2012: 301). Dynamic panel data analyses are mostly preferred in the
studies since they allow for stronger predictions in situations such as endogeneity problems
encountered during the analyses, heteroscedasticity, and autocorrelation. One of the most
widely used methods of dynamic panel data analysis is the Generalized Moments Method
(GMM), which was first coined by Balestra and Nerlove (1966) and later developed by
Arellano and Bond (1991) (Topal & Hayaloglu, 2017: 198; Yerdelen-Tatoglu, 2018: 136).
In this study, the analysis was performed using the Difference Generalized Moments
Method. In the GMM method, the first difference model is transformed by using the
instrumental variable matrix. Following the transformation, the model is estimated using the
Generalized Least Squares method. Therefore, the Generalized Moments Method can also
be expressed as a Two-Stage Instrumental Variables Estimator (Yerdelen-Tatoglu, 2018:
136). The prediction results’ validity from the GMM method can be analysed with different
post-prediction tests, such as the Sargan and autocorrelation tests. The Sargan test is
performed to determine whether or not the instrumental variables used in the models are
valid and whether or not the main variables are fully reflected (Gujarati, 2014: 442). The
AR1 and AR2 autocorrelation tests are performed to determine whether or not an
autocorrelation problem exists in the dynamic panel data prediction model results. It is
expected to be statistically significant and negative in the ARL test result, whereas
statistically insignificant in the AR2 test result (Arellano & Bond, 1991: 288). In GMM
studies, the Wald test determines whether the model estimation is correct (Roodman, 2006:
123).

3.3. Hypotheses

The hypotheses tested in compliance with the research study's main objectives and
the subject's theoretical framework are listed below.

H1. There is a positive relationship between the Altman Z Score and Tobin’s Q.
H2. There is a positive relationship between the Altman Z” Score and Tobin’s Q.
H3. There is a positive relationship between the Altman Z’’ Score and Tobin’s Q.
H4. There is a positive relationship between the Fulmer H-Score and Tobin’s Q.

H5. There is a positive relationship between the CA-Score and Tobin’s Q.
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H6. There is a negative relationship between the Ohlson O Score and Tobin’s Q.
H7. There is a positive relationship between the Springate Score and Tobin’s Q.
4. Results

4.1. Descriptive Statistics

In this section, the descriptive statistical findings of the variables in the models, which
are established within the scope of the analysis over the period 2012-2019, are presented in
Table 2.

Table: 2
Descrlptlve Statistics

Variables Mean Minimum Maximum Std. Dev. Total Observation
Tobin’s Q 1,012 0 10 1,515

Altman Z 3,100 -8,225 20 4,251

Altman Z° 2,517 -4,987 20 3,858

Altman Z** 0,075 -0,436 2,1 0,198

Springate 0,536 -6,940 8,037 1,204 539
Fulmer -0,467 -12,76 20 5,433

CA-Score 0,248 -10 10 1,692

O-Score 0,365 0 1 0,357

Return on Assets 0,024 -10 10 1,814

Log(Sales) 7,067 0 16,68 2,347

The mean Tobin’s Q value of the lodging companies included in the analysis is 1,01.
Tobin’s Q value exceeding 1 indicates that enterprises use their assets and resources
effectively and have growth opportunities. They are highly competitive (Canbas et al., 2005:
25). Nevertheless, it is also noteworthy that the mean Tobin’s Q values of the lodging
companies within the scope of the analysis are well above the limit.

In the Altman Z score model, if the Z value is equal to or lower than 1,81, the
enterprise has a financial failure risk; if the Z value ranges between 1,81-2,99, the financial
failure risk cannot be fully interpreted since the enterprises are in the grey zone, and if the Z
value is higher than 2,99, the enterprise does not have any financial failure risk. It is
considered financially successful in the coming years (Altman, 1968: 602). Upon examining
Table 2, it is seen that the mean Altman Z value of the lodging companies included in the
analysis is 3,10. It is noticed that the lodging companies included in the study are, in general,
financially successful according to the mean Altman Z score and do not have any financial
failure risks.

In the Altman Z’ score model, if the Z’ value is equal to or lower than 1,23, the
company has a financial failure risk; if the Z’ value ranges between 1,23 and 2,99, it cannot
be interpreted since the company is in the grey zone, and if the Z” value is higher than 2,99,
it indicates that the company does not incur any financial failure risk (Altman & Hotchkiss,
2006: 43). In Table 2, it can be asserted that the mean Altman Z’ value of the companies is
2,51, and the lodging companies are generally in the grey zone according to the Altman 7’
model, and no comments can be made regarding their financial status.
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In the Altman Z’’ model, the Z’* score being equal to or lower than 1,1 indicates that
the company has a financial failure risk; if the Z*” score ranges between 1,1 and 2,6, it means
that the enterprise is in the grey zone and no comment can be made; if the Z*” score is higher
than 2,6, it means that the financial situation of the company is good (Altman, 2013: 437).
It is seen that the mean Altman Z’’ value in Table 2 is 0,07, and the companies included in
the analysis, in general, have financial failure risk according to the Altman Z’’ value.

In the Springate model, enterprises with a Z value lower than 0,862 are considered to
be financially unsuccessful (Vickers, 2006: 6). The mean Springate value in Table 2 is 0,53,
and it is seen that the companies included in the analysis are, in general, have financial failure
risks according to the Springate model.

According to the Fulmer model, if the H value is lower than zero, the company is
considered to have financial failure risk, whereas if the H value is higher than zero, the
company is considered successful (Sevil et al., 2014: 192). The mean value of the Fulmer H
score in Table 2 is -0,46. Therefore, it is observed that lodging companies, in general, have
financial failure risks according to the Fulmer H model.

In the CA-score model, if the CA Score is lower than -0,3, the company is considered
to have a financial failure risk (Aydin et al., 2010: 503). It can be claimed that the mean
value of the CA-score in Table 2 is 0,24 and that the companies generally do not have
financial failure risks according to the CA model.

According to the Ohlson model, the company incurs the financial failure risk if the
O-Score value is higher than 0,50. On the other hand, if the O-Score value is lower than
0,50, it is accepted that the company does not incur any financial failure risk. The mean O-
Score value in Table 2 is 0,36. In this context, it can be claimed that the companies included
in the analysis generally do not have any financial failure risks; hence, they are financially
sound enterprises.

The mean value of ROA, one of the control variables, is determined as 0,02, and the
mean value of sales is 7,06. Upon examining the standard deviation values of the variables
included in the analysis in the sample of lodging companies presented in Table 2, it is seen
that the Altman Z, Altman Z’ and Fulmer score variables are higher than the mean values.
Accordingly, it can be said that the values of these three variables contain high differences.
Furthermore, upon examining the smallest and largest values of the variables, it can be
asserted that there are lodging companies with extreme values.

4.2. Correlation Analysis Results

The obtained findings of the correlation analysis of the variables included in the
analysis over 2012-2019 for the study are presented in the table below. The obtained
correlation analysis results in the study reveal bilateral relationships among the variables.
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Table: 3
Correlation Analysis Results

Altman Z Altman 72 AltmanZ”’ Springate Fulmer CA-S O-Score ROA- Log (Sales)
Return on Assets 0,137 0,076 0,074 0,182 0,067 0,064 -0,245 0,014
Log Sales -0,118 -0,123 -0,095 0,065 -0,014 -0,105 -0,161 ’

Upon examining Table 3, it is seen that there is a weak and positive correlation
between the rates of return of lodging companies and the models such as the Altman Z,
Altman Z’, Altman Z*’, Springate, Fulmer, and CA-score that measure the financial risks of
the enterprises. Also, it is found that a negative correlation exists between the return on assets
and the Ohlson model. There is a weak and positive correlation between sales, one of the
variables presented in Table 3, and the Springate model. It is determined that a weak and
negative correlation exists between sales and the models such as Altman Z, Altman Z’,
Altman Z”’, Fulmer, CA-score, and Ohlson.

4.3. GMM Analysis Results

Table 4 presents the estimation results of seven models tested with the GMM on
lodging companies. Upon examining Table 4, the level of explanation of dependent variables
by independent variables is examined within the scope of control tests. The Wald test
determines the power of independent variables in explaining the established models.
According to the Wald test results, a 1% significance level indicates that the explanation
levels of the models are statistically sufficient. In this context, the independent variables
discussed in the analysis have the power and competence to explain the dependent variable.
The Sargan test is performed to reveal whether or not the independent variables used in the
models are valid, in other words, whether or not the overidentification restrictions apply.
The Sargan test results reveal that overidentification restrictions apply. According to the
GMM method, the absence of the second-order autocorrelation is required for the
significance of the model for parameter estimators to be effective in dynamic panel data
analysis. According to the AR2 test results, it is concluded that no second-order
autocorrelation exists.

Table: 4
GMM Results

Model | Model Il Model 111 Model IV Model V Model VI Model VII
Constant 0,343* 0,354* 0,335* 0,528* 0,318* 0,399* 0,058
Tobin’s Q-1 0,217* 0,217* 0,221* 0,220 0,225* 0,215* 0,228*
Financial Failure Risk -0,004 -0,009 -0,148 0,}29* 0,005* -0,003 -0,588*

Altman Z Alt. 2 Alt.Z2” Springate Fulmer CA-S O-Score
Return on Assets -0,003 -0,004 -0,004 0,011 0,004 -0,001 0,014
Log (Sales) 0,039** 0,038** 0,039** 0,021 0,039** 0,027** 0,048**

Post-GMM test results

Wald (prob.) 0,000 0,000 0,000 0,000 0,000 0,000 0,000
AR2 (prob.) 0,519 0,519 0,523 0,474 0,522 0,521 0,453
Sargan (prob.) 0,320 0,313 0,280 0,159 0,283 0,346 0,178

* denotes %99 significance level, ** denotes %95 significance level.

As a result of the performed analyses, it is observed that the financial failure models
such as the Springate, Fulmer, and Ohlson scores affect Tobin’s Q ratio. It is determined that
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a positive and significant relationship exists between the Z value in the Fulmer H and
Springate model and Tobin’s Q ratio; however, a negative and significant relationship exists
between the Ohlson O-Score value and Tobin’s Q ratio. There is no statistically significant
relationship between the financial failure risks calculated with the Altman Z, Altman Z’,
Altman Z>’ and CA-score models and Tobin’s Q ratio. It is determined that no relationship
exists between the ROA and Tobin’s Q ratio for all models presented in Table 4. Table 4
shows that Tobin’s Q ratio is statistically significantly and positively affected by the firm
size in all models except for Model IV. Therefore, hypotheses 4, 6 and 7 established within
the scope of the research study are accepted, whereas hypotheses 1, 2, 3 and 5 are rejected.

5. Discussion and Conclusion

5.1. Conclusions

The study examined the relationship between financial failure risks and the firm value
of 70 lodging companies listed on 19 European countries’ stock markets from 2012-2019.
In the analysis, financial failure is represented by the Altman Z Score, Altman Z’ Score,
Altman Z*> Score, Springate Score, Ohlson Score, Fulmer Score, and CA- Score. In contrast,
the firm value is represented by Tobin’s Q. Besides, the return on assets and sales
(logarithmic), which are thought to affect financial performance, are included in the analysis
as control variables. The models established for the study are analysed by the GMM, one of
the dynamic panel data analysis methods. During the analysis process, the analysis is
conducted with seven different GMM models in which the dependent variable is Tobin’s Q.

According to the analysis results, a relationship is determined between the financial
failure models such as the Fulmer H, Springate, and Ohlson O-Scores and Tobin’s Q ratio.
A positive and significant relationship exists between the models, such as the Fulmer H-
Score and Springate Z score value and Tobin’s Q ratio. In this context, the decline in the
financial failure risk based on the increase in the H score obtained from the Fulmer model,
and the Springate Z score increases the firm value of the lodging companies. This finding is
consistent with the previously conducted studies, which stated that companies did not have
a financial failure risk, positively affecting the firm value (Shean, 2019). Again, according
to these models, the decline in the financial failure risk positively affects the firm value of
the enterprise and increases the willingness of investors to invest. As a result of the analysis,
it is determined that a negative relationship exists between the Ohlson O-Score value and
Tobin’s Q ratio. In this context, as the O-Score value obtained from the Ohlson model
increases, the firm value declines as the financial failure risk of the enterprise increases.
These obtained results are similar to the studies conducted by Shahwan (2015) and Shaukat
and Affandi (2015). On the other hand, it can be claimed that the Altman Z, Altman Z’,
Altman 7>’ and CA-Score models are not in a statistically significant relationship with the
firm values of the companies. In this context, these models are ineffective in determining
the lodging companies' firm values.
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5.2. Theoretical Implications

Theoretically, the most significant contribution of this research study involves
revealing the relationship between financial failure risks and financial performances using
financial failure prediction models in lodging companies. As a result of the research study,
it is determined that the financial failure risks of lodging companies do not yield the same
results in all prediction models. Still, some models yield approximately the same results.
According to all three of the financial failure prediction models (the Altman Z’, Springate,
and Fulmer) included in the analysis, it is determined that lodging companies will have
financial failure risks in the coming years (Table 2). On the other hand, in all three models
(the Altman Z, CA-Score, and Ohlson O-Score), it is determined that lodging companies do
not have financial failure risks in terms of the mean values for the coming years. According
to the Altman Z’ model, no comment can be made regarding the financial failure of the
lodging companies. It can be asserted that these differences arise from the differences in
financial data considered in each model and the cut points in the financial failure criteria.

The study determined that financial failure risks measured according to the Fulmer
H, O-Score, and Springate models significantly affect the firm value in lodging companies
(Table 4). According to the models above, as the financial failure risk increases, the firm
value decreases, and vice versa. Therefore, theoretically, it can be claimed that the Fulmer
H-score, Ohlson O-Score, and Springate models are effective and successful in estimating
the firm values of lodging companies.

Upon examining the literature, various studies on prediction models are used to
determine the financial failures of lodging companies (Altman, 1968; Edmister, 1972;
Fulmer et al., 1984; Meyer & Pifer, 1970; Wilcox, 1971). In the literature, financial failure
is generally considered in the estimation dimension (Altman, 1968; Fulmer et al., 1984;
Legault, 1987; Ohlson, 1980; Springate, 1978). Therefore, only a limited number of studies
have been conducted on the relationship between financial failure and financial performance
in the international literature (Aggarwal & Padhan, 2017; Aina, 2019; Asgharian, 2002; Al
Kassar & Soileau, 2014; Kangarluei & Motavassel, 2015; Karaca & Ozen, 2017; Kim, 2018;
Shahwan, 2015; Shean, 2019; Shaukat & Affandi, 2015; Tan, 2012; Opler & Titman, 1994).
This research study is thought to contribute to both the theory and literature in terms of
determining the relationship between financial performance and financial failure, as well as
obtaining findings about which financial failure prediction model would effectively predict
financial performance rather than determining the financial failure risk in lodging companies
merely with estimation methods.

5.3. Practical Implications

Lodging companies, among the most critical actors in the tourism sector, are
enterprises with many fixed assets and, therefore, need a significant amount of fixed assets
throughout the investment phase. On the other hand, lodging companies need renovation,
expansion and modernisation investments during their activities; they are enterprises in
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which energy, personnel, and raw material expenses are increasing daily. Hence, risk and
uncertainty are always present. Since most of the assets of lodging companies consist of
fixed assets, there is a possibility of problems in terms of liquidity and profitability. Long-
term liabilities and equities are of great importance in funding these assets. Moreover,
lodging companies are also affected by the constant change in consumer behaviour. As a
result of this fact, to follow modern and technological improvements during the activity
phase, it may be encountered to venture into renewal, merger, and acquisition investments
for financial purposes. The sensitivity of lodging companies toward systematic risks beyond
their control also aggravates the financial risk of these enterprises. Measuring and managing
lodging companies' financial failure and bankruptcy risks is crucial. It is of great importance
for the financial sustainability of these enterprises to determine the possible impacts of such
factors on lodging companies with a proactive approach and to develop appropriate financial
strategies.

As a result of the research study, it is determined that financial failure risk affects the
firm value of lodging companies according to the Fulmer H, O-Score, and Springate models.
Again, according to the Fulmer H and Springate models, the lodging companies' financial
failure risks existed for the consequent years. In contrast, according to the Ohlson O-Score
model, it is determined that lodging companies do not have financial failure risks in terms
of average values for the coming years. In this context, the managers of the lodging
companies operating in Europe may be advised to pay attention to the financial ratios
(Unpaid Dividends/Total Assets Ratio, Sales/Total Assets Ratio, Earnings before
Tax/Equity Ratio, Cash/Total Debt Ratio, Debts/Total Assets Ratio, Short-Term Debt/Total
Assets Ratio, Tangible Asset Size, Working Capital/Total Debt Ratio, Earnings Before
Interest and Tax/Interest Ratio, Working Capital/Total Assets Ratio, Earnings Before
Interest and Tax/Total Assets Ratio, Earnings Before Interest and Tax/Short Term Debt
Ratio, Working Capital, Total Asset Size, Total Debt Amount, Current Assets, Short Term
Foreign Resources Level, Net Income and EBITDA) that are included in 3 of these models.
It is considered that keeping financial data such as asset turnover rate, financial leverage,
working capital, short-term borrowing, and operating profit under constant control, mainly
used in all three models, would be necessary for terms of mitigating the financial failure risk.
In this context, it is thought that lodging companies operating in Europe should pay attention
to liquidity, profitability, financial structure, and activity efficiency and effectively manage
their liquid assets, composition, and funding of tangible fixed assets.

5.4. Limitations and Future Research

Some limitations should be taken into account upon interpreting the findings of the
research study. Firstly, considering the difficulties in obtaining financial data, an analysis is
conducted on the data of public lodging companies trading in the European countries’ stock
markets over the period 2012-2019 and whose financial data can be accessed. Therefore, the
study covers a certain analysis period and 19 countries. In future studies, annual and
quarterly analyses including different variables may be conducted more broadly throughout
the longer term. Secondly, the enterprises included in the analysis consist of companies

194



Karadeniz, E. & 0. iskenderoglu & C. Ocek (2022), “Financial Failure Risk - Firm Value
Nexus: Evidence from The European Lodging Companies”, Sosyoekonomi, 30(54), 179-198.

entirely in the lodging activities. Hence the companies that are also engaged in other
activities such as casinos, real estate investment partnerships, etc. are excluded from the
study. Therefore, it would be beneficial to include lodging companies with ancillary
activities in future studies to make a comparison. Furthermore, it is thought that research
studies involving other sub-sectors of tourism, as well as the impact of the COVID-19
pandemic on the financial failure risks and financial performances of lodging companies,
would contribute to the tourism literature.
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This study aims to analyse the factors that influence the capital structure decisions of Turkish
listed textile and apparel firms over the period from 2010 to 2019. The results of Driscoll and Kraay’s
(1998) panel regression model show that the leverage ratio is significantly and negatively affected by
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Oz
Bu ¢alismanin amaci Borsa Istanbul’a kote olan tekstil ve hazir giyim firmalarinda sermaye
yapisi kararlarmi etkileyen faktorleri arastirmaktir. 2010-2019 donemini kapsayana ¢alismada Driscoll
ve Kraay (1998) panel regresyon yontemi kullanilmigtir. Calismadan elde edilen bulgular, kaldirag
orani ile firma buytkligi, karlilik, likidite ve varlik yapisi arasinda negatif iliski, bor¢ dis1 vergi
kalkani, biiylime firsatlari, kazang volatilitesi ve ekonomik biiyiime arasinda ise pozitif bir iliski

oldugunu goéstermektedir. Sonuglar, tekstil ve hazir giyim firmalarinda sermaye yapist kararlarimi
agiklamada finansman hiyerarsisi teorisinin daha basarili oldugunu gostermektedir.
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1. Introduction

Firms are valued based on their past and future investments. Firms must choose an
appropriate financial mix to finance these investments. The financial resources of firms
generally include equity and debts. The capital structure is a combination of debt, and equity,
which firms employ in their investment. In the modern economy, the decisions taken
regarding the optimal capital structure significantly contribute to the firms' survival, growth,
and competitive advantage. Moreover, capital structure decisions majorly affect firms'
financial success (profitability, performance, and value) (Kumar et al., 2017; Hossain, 2021).

The optimal capital structure is the best debt-equity combination that maximises a
firm's market value while minimising its cost of capital. Many theorems have been
developed in the literature related to achieve of optimal capital structure for firms (Haron et
al., 2012). The starting point of empirical and theoretical studies on capital structure is based
on Modigliani and Miller's (1958) “Irrelevance Theory”. This theory states that there is no
significant relationship between a firm's capital structure decisions and market value.
However, this theory is valid in a market without taxes, intermediary costs, asymmetric
information, and bankruptcy costs (Yildiz et al., 2009). Although these assumptions are
unrealistic, the results of Modigliani and Miller's indifference theory contributed
significantly to developing theories on capital structure. In this context, two main opposing
theories, capital structure-Trade-Off Theory (TOT) and Pecking Order Theory (POT) are
frequently discussed in the corporate finance literature.

According to the TOT, it is argued that firms seek debt levels that balance the tax
advantages of additional debt against the costs of possible financial distress. From the POT
perspective, it is argued that firms follow a financial hierarchy. Firms will borrow rather
than issue equity when internal cash flow is insufficient to fund capital expenditures. Thus,
firms’ debt level will reflect their cumulative need for external funds. As a result, the TOT
suggests an optimal capital structure, while the POT theory does not suggest an optimal
capital structure (Myers, 2001).

The optimal capital structure has been a highly debated issue in the finance literature.
The validity of capital structure theories has been tested in many studies using firm-specific
factors and macroeconomic factors. This study aims to analyse the factors that influence the
capital structure decisions of Turkish textile and apparel firms. In the Turkish literature, most
of the research has commonly focused on the manufacturing industry in Turkey, on this
topic. Why the Turkish textile and apparel industry has a high share in GDP and
employment, high value-added and high export potential, it is important to examine the
textile industry specifically in terms of finance. Even though capital structure theory is one
of the most controversial topics of finance literature, there is only one study on the capital
structure of firms operating in the textile and apparel industry in Turkey, which is an
emerging market. In addition, when the literature is examined, most of the research has
commonly focused on countries, country groups, manufacturing industries or banking
industries, and it is seen that different results are obtained in these studies. Therefore, this
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article contributes to the literature by explicitly investigating the factors influencing the
capital structure decision of Turkish textile and apparel firms. The findings of this paper
imply that firms mostly follow the POT.

After this introduction, this paper has the following structure. The theoretical
underpinnings of the study are discussed, followed by a review of related studies in Section
2. Section 3 deals with the Turkish textiles and apparel industry. Section 4 describes the
methodology. Section 5 presents the empirical results, and Section 6 concludes.

2. Literature Review

In this study, the influences of variables on firms’ capital structures are briefly
discussed below within the framework of TOT and POT. According to the TOT, large firms
should be more highly leveraged. Because large firms are less prone to bankruptcy and tend
to be more diversified and less volatile, the firm's cash flows will be due to diversification
effects (Titman & Wessels, 1988; Yildirim et al., 2018). The POT generally predicts an
inverse link between size and leverage. Large firms are better known because they have been
around longer (Frank & Goyal, 2009). Also, the POT stipulates that larger firms face lower
information asymmetry in financial markets and may issue more equity than smaller firms
(Yildirim et al., 2018). Marsh (1982), Titman and Wessels (1988), Chakraborty (2010), and
Haron and Ibrahim (2012) found negative relation, while Krishnan and Moyer (1996), De
Jong et al. (2008), Topaloglu (2018) and Isik and Ersoy (2021) found positive relation.

From the TOT, older firms are less likely to go bankrupt due to their reputation and
credibility in the market, which can help them access external financing opportunities faster.
So, the influence of the age of firms on leverage is expected to be positive. Conversely, the
POT says that older firms are more probably to accumulate funds than younger ones, which
may reduce their need for external financing (Noulas & Genimakis, 2011; D’ Amato, 2019).
Consequently, a negative linkage between age and debt level is expected. Nevertheless, in
empirical studies investigating this relationship, negative (D’Amato, 2019; Chakrabarti &
Chakrabarti, 2019), positive (Khémiri & Noubbigh, 2018) and even insignificant (Handoo
& Sharma, 2014) findings have been reported.

The TOT suggests that more profitable firms tend to employ more debt because of
tax benefits associated with using debt tax shields and having a lower expected cost of
financial distress (Yildirim et al., 2018). The POT supposes managers prefer to fund the
projects internally due to the informational asymmetry between outside investors and
managers. Moreover, profitable firms choose not to enhance external equity to abstain from
potential dilution of ownership (Deesomsak et al., 2004). Also, according to POT, firms will
primarily prefer internal finance. Therefore, when profitability is high, firms' need for
financing from external funds will decrease. Thus, an inverse linkage is expected between
profitability and debt level. Nunkoo and Boateng (2010) and Sayilgan and Uysal (2011)
have found positive relation, Delcoure (2007), Chakraborty (2010), Dizgil (2019), and Citak
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and Ersoy (2012) have found negative relation, while Topaloglu (2018) have not found
significant relation.

Firms from the TOT should ensure sufficient liquidity by receiving debt to meet their
obligations. Therefore, there must be a positive relationship between leverage and liquidity.
On the other hand, POT says there must be an inverse association between leverage and
liquidity, owing to the firms with enough liquidity having less requirement for external
financing and borrowing (Alipour et al., 2015). In addition, firms with more excellent liquid
assets may use less debt to protect the interest of shareholders against debtholders (Danso et
al., 2020). Liquidity may have a mixed effect on the capital structure. In the literature,
Topaloglu (2018), Chakrabarti and Chakrabarti (2019), Dizgil (2019) and Isik and Ersoy
(2021) have found a negative linkage. Whereas, Dakua (2019) has found a positive linkage.

A giant non-debt tax shield should lead to a reduction in the amount of taxable
income. TOT and POT suggest a negative link between leverage and non-debt tax shield
(Danso et al., 2020). Many studies also support this prediction (Deesomsak et al., 2004;
Sayilgan & Uysal, 2011; Proenga et al., 2014; M’ng et al., 2017) in the empirical literature.

The TOT predicts that tangible assets act as collateral and lower the risk for creditors,
which causes firms to operate with higher leverage (Yildirim et al., 2018). On the contrary,
the POT postulates a negative relationship. Low information asymmetry associated with
tangible assets makes equity issuances less costly, so debt levels should be lower for firms
with higher tangibility (Frank & Goyal, 2009). Some studies have estimated a negative
association (Alipour et al., 2015; Karacaer et al., 2016), while others (Nunkoo & Boateng,
2010; Sayilgan & Uysal, 2011; Panda & Nanda, 2020) have reported a positive relationship
between the two variables.

The TOT suggest that growth opportunity is negatively correlated with leverage.
Because the cost of financial distress rises with growth opportunities, and more significant
financial distress forces managers to reduce debt (Moosa & Li, 2012). According to the POT,
high-growth firms have a greater need for financing and thus can be expected to borrow
more (Krishnan & Moyer, 1996). The empirical literature on the link between growth
opportunities and leverage does not report consistent evidence. For example, the findings of
Deesomsak et al. (2004), Antoniou et al. (2008), Aksoy et al. (2010), and Guner (2016) have
given strong support for the negative association. On the other hand, Krishnan and Moyer
(1996), Sayilgan and Uysal (2011), Serrasqueiro and Nunes (2014) and Topaloglu (2018)
provide evidence of the positive connection between growth opportunities and leverage.

The TOT assumes that higher earnings volatility enhances the probability of financial
distress. When bankruptcy costs are higher, increased earnings volatility lowers firms' debt
ratio (Delcoure, 2007). According to POT, firms having more volatile cash flows need more
external capital. Therefore, a positive linkage between earnings volatility and leverage is
expected (Basti & Bayburt, 2019). There exist contradictory findings on the connection
between these variables. De Jong et al. (2008) and Serrasqueiro and Nunes (2014) found a
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negative association. Moosa and Li (2012) found a positive association. Delcoure (2007)
and Karacaer et al. (2016) display no significant link.

According to the TOT, during periods of economic expansion, firms are likely to
enhance their profitability by increasing their new investments. Therefore, profitable firms'
willingness to benefit from more debt tax shields may cause them to resort to more external
financing. Conversely, in terms of POT, economic growth is related to higher profitability
and using more internal capital instead of debt financing (De Jong et al., 2008; Yildirim et
al., 2018). On the other hand, empirical studies have mostly found a negative association
(Yildirim et al., 2018; Tekin, 2019; Panda & Nanda, 2020). However, Mirza et al. (2017)
have reported that the GDP growth rate positively links with leverage.

3. Turkish Textiles and Apparel Industry

With the export-based growth policy implemented in Turkey since 1980, the textile
and apparel industry has started to grow and develop rapidly, which has resulted in increased
investments in this industry. The textile and apparel industry is critical to the Turkish
economy due to its share in the manufacturing industry, exports, GDP, and employment
(Ticaret Bakanligi, 2020).

Production in the textile and apparel industry is mainly carried out for export, and the
leading trading partner is the European Union countries (Alkan et al., 2018). The sector with
a total number of 50,395 enterprises has a share of 18.7% in the total number of enterprises
in the manufacturing industry while 2.7% in the total number of enterprises in Turkey in
2018. Approximately one million people are employed in the sector, constituting 25.8% of
the manufacturing industry and 6.6% of the total employment. The industry has played an
essential role in providing the socio-economic balance in Turkey owing to the created high
job. According to 2017 data, the added value created in the textile and apparel industry has
15.6% of the added value created in the manufacturing industry (Sanayi ve Teknoloji
Bakanligi, 2019).

Table: 1
The Share in the General Trade System of Manufacture Textiles and Apparel*
(Billion US $)

2013 2014 2015 2016 2017 2018 2019
Total Export 161.5 166.5 151.0 149.2 164.5 177.2 180.8
Manufacturing 151.5 156.5 142.3 140.3 154.7 167.1 171.2
Manufacture of Textiles 12.1 126 11 1.1 115 11.6 115
Manufacture of Apparel 15.8 17.1 15.5 15.5 15.6 16.2 16.4
Manufacture Textiles and Apparel 28.0 29.7 26.7 26.6 27.1 27.8 27.9
- The Share of Total Export 17 18 18 18 16 16 15
- The Share of Manufacturing 18 19 19 19 18 17 16

*Exports by ISIC, Rev.4, (General Trade System).

Table 1 shows the share of the Turkish textile and apparel industry in total exports
and manufacturing industry exports in 2013-2019 according to the Turkey Statistical
Institute International Standard Industrial Classification (ISIC, REV.4). The share of the

203



Ersoy, E. (2022), “An Empirical Study on the Determinants of the Capital Structure
in Turkish Textile and Apparel Firms”, Sosyoekonomi, 30(54), 199-213.

textile and apparel industries in total exports is 6.4% and 9.1%, respectively. Their shares in
the manufacturing industry are 6.7% and 9.6%, respectively, in 2019. The share of the textile
and apparel industry in total exports is 15.4%, and its share in the manufacturing industry is
16.3%.

Production and manufacturing countries in the global economy have entered a
transformation process substantially with developments in world trade. Following the
Agreement on Textile and Clothing signed in 1995 by the World Trade Organization, which
envisages the exact liberalisation of textile and ready-made garment trade, China has been a
party to signing the agreement, a new era in the world textile industry.

China has become a global production centre (ISO, 2014), and international
competition conditions have seriously influenced the Turkish textile and apparel industry.
Particularly Turkey has high production costs (energy, labour cost, finance, tax, construction
etc.) in comparison to competitors (China, India, Pakistan, Bangladesh, Vietnam, Indonesia
etc.) (Atilgan et al., 2014). In addition, the global crisis experienced in 2008, the negative
impact of the worldwide crisis on the purchasing behaviour of consumers for textile and
apparel products in the European Union countries, our primary market, the change in the
Euro-Dollar parity, and the political instability in neighbouring countries in recent years
have negatively affected exports (Ticaret Bakanligi, 2020). However, in the textile and
apparel industry, one of the industries with the highest international competition, Turkey
should have continued to have an important position in the European and world textile and
apparel market. Turkey has a 3.6% share of world textile exports, ranking sixth among textile
exporting countries in 2018; it ranks seventh with its 3.2% share in world apparel exports
(Sanayi ve Teknoloji Bakanligi, 2019). The share of Turkey in the European Union's apparel
products market is 11.4%, and its share in the market of textile products is 17% in 2019. It
ranks third after China and Bangladesh in apparel products exports to the European Union
and second after China in textile products exports (ITKIB, 2020).

4. Data and Methodology

Panel data analysis examines a sample of 22 Turkish textile and apparel firms listed
in BIST from 2010-2019. While financial data for firms is obtained from the Finnet database
and the firms’ websites, the data on GDP growth in the study is provided by the Central
Bank of the Republic of Turkey. The following empirical specification is used to examine
the capital structure determinants of Turkish textile and apparel firms:

FLit = o+ BXje—q + & + Wi + € 1)

In Equation (1): i indexes the firm and t indexes the year; the independent variable
is financial leverage denoted by FL;; and this variable is measured by three alternative
indicators such as the ratio of total debts to total assets (TL), the ratio of short-term debts to
total assets (STL) and the ratio of long-term debts to total assets (LTL); « is an intercept
term; X;._, is the matrix of one year lagged firm-specific and macroeconomic variables; 8
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is a vector of coefficients on independent variables; &, is time dummies; ; is the unobserved
firm-specific effect and finally ¢;, is an i.i.d. random error term with E(¢;;) = 0 and
Var(e;) = o?. Detailed explanations for the definitions of the variables in the financial
leverage regression equation are given in Table 2.

Table: 2

Definitions of Dependent and Independent Variables
Variable | Measure Notation
Dependent variables
Total leverage The ratio between total debt and total assets TL
Short term leverage The ratio between short-term debt and total assets STL
Long term leverage The ratio between long-term debt and total assets LTL
Independent variables
Firm size Logarithm of sales Ln(sales)
The logarithm The logarithm of the number of years in activity Ln(age)
Profitability The ratio between earnings before interest, taxes, depreciation, and amortisation and total assets EBITDA
Liquidity The ratio between total current assets and short-term debt LIQ
Non-debt tax shields The ratio between total depreciation expenses and total assets NDTS
Asset tangibility The ratio between tangible assets and total assets TANG
Growth Opportunities The ratio between the market value of equity plus short- and long-term liabilities to total assets. TQ
Earnings Volatility The absolute value of percentage variations of earnings before interest and tax RISK
GDP growth The annual percentage growth rate of GDP GDP

As mentioned above, the sample of this study is an unbalanced panel, and its cross-
sectional dimension, N, is larger than the time dimension, T. Therefore, taking into account
these two conditions related to the sample, the coefficients of the model specified in
Equation (1) will be estimated. The econometric analysis of the financial leverage model
comprises the following steps: First, Spearman correlation analysis and variance inflation
factor (VIF) test are applied to determine whether multicollinearity among the independent
variables is a severe concern. According to the results reported in Table 4, collinearity does
not seem to be a significant problem for the model specification. Second, to choose between
RE and FE estimators, | conduct the Hausman specification test under the null hypothesis
that the random-effects estimator is consistent (Baum, 2006).

As reported in Table 5, the results of the Hausman specification test for the TL model,
where the dependent variable is TL, imply that the null hypotheses cannot be accepted at
any conventional level. Thus, this result allows us to conclude that the fixed effects
estimation technique outperforms the random-effects GLS estimation technique for the TL
model. However, for STL and LTL models, the Hausman specification test’s results, as
shown in Table 5, show that the null hypothesis cannot be rejected, which leads to the
conclusion that it is necessary to use a random-effects GLS estimator.

However, both RE and FE estimators yield inconsistent coefficient estimates when
autocorrelation, heteroscedasticity, or cross-sectional dependence are found in the error
terms of model specification. Therefore, it is checked these assumptions use various tests,
namely the Wooldridge test (for autocorrelation), the modified Wald statistic test and Brown
and Forsythe test (for heteroscedasticity), and the Pesaran CD test (for cross-sectional
dependence). According to the test results in Table 5, both autocorrelation and
heteroscedasticity exist in all three models. In addition, the null hypothesis of no cross-
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sectional dependence at the 0.05 significance level for TL and LTL models is rejected,
implying that these models have a cross-sectional dependence. In this case, Driscoll and
Kraay (1998) propose an estimator that yields autocorrelation and heteroscedasticity
consistent standard errors for panels with N>T. This estimator, which can be employed for
both balanced and unbalanced panels, also produces standard errors that are robust to general
forms of cross-sectional and temporal dependence (Hoechle, 2007). Because of the reasons
mentioned above, it is appropriate to use the Driscoll and Kraay (1998) estimator to estimate
the financial leverage model parameters specified in Eq. (1).

5. Results and Discussion

The summary statistics for all the variables used in the empirical estimation are
provided in Table 3. As indicated in Table 3, the average value of TL is about 52%. This
ratio varies between a minimum of 3.61% and a maximum of 105.9%. The mean STL is
approximately 36%, ranging between 87.72% and 3%. Table 3 depicts that, on average, the
LTL of all sampled firms is about 16%. Table 3 also indicates that the minimum value for
this variable is 0.07%, while the maximum value is 67.55%. The summary statistics findings
reveal that firms in the textile and apparel industry tend to finance roughly half of their assets
by using debt. Moreover, considering the maturity of the debt, firms in this sector mostly
prefer employing short-term debt to long-term debt in financing their investments. This
result may be explained by the lack of a sufficiently developed capital market, and the
volatile economic environment makes it difficult for these firms to access long-term finance.

Table: 3
Summary Statistics

Variable

Mean

Median

Std. Dev.

Min

Max

N

TL

.5190

.5062

.2127

.0361

1.0594

219

STL

.3612

.3468

.1827

.0302

.8772

219

LTL

.1578

.1302

1271

.0007

.6755

219

Ln(sales)

18.3345

18.7396

1.7721

11.1100

22.3600

219

Ln(age)

3.5865

3.7136

4747

2.3026

4.2000

219

EBITDA

.0551

.0528

.0643

-.2045

.2303

219

LIQ

1.7058

1.3556

1.6242

.0317

10.7585

219

NDTS

.0241

.0240

.0156

-.0804

.0728

219

TANG

.3569

.3204

.2162

.0018

.9941

219

TQ

.9849

9113

4172

.3198

4.1905

219

RISK

.0364

.0138

.1828

0

2.6568

219

GDP

.0587

.0609

.0294

.0090

1111

219

Spearman pairwise correlation matrix for independent variables employed in the
regression analysis is presented in Table 4. When the correlation matrix is examined, it is
seen that the maximum significant correlation value among independent variables is
approximately 48%, which is between Growth and EBITDA variables. Gujarati and Porter
(Gujarati & Porter, 2009) suggest that unless correlation values calculated among
independent variables exceed 80%, multicollinearity is not a severe concern for regression
analysis. Furthermore, in additional research, a VIF analysis is conducted to investigate the
presence of multicollinearity. The unreported results indicate that the VIF coefficients range
between 1.02 and 1.32, far lower than the acceptable upper limit of 10. Therefore, the results
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of the VIF analysis supporting those of the correlation analysis indicate no multicollinearity
concern in the model specifications.

Table: 4
Correlation Coefficients
Variables | 1 111 v \Y VI VIl VIl IX
(1) Ln(sales) 1
(1) Ln(age) 0.2964* 1
(111) EBITDA 0.5435* 0.0994 1
(IV) LIQ -0.0882 -0.1339** 0.1568** 1
(V) NDTS 0.3642* -0.0729 0.3258* -0.1833* 1
(V) TANG -0.0677 0.1971* -0.2088* -0.3499* 0.2534* 1
VINTQ 0.1628** -0.2103* 0.2746* 0.0148 0.1616** -0.2293* 1
(VIII) RISK 0.1781* -0.1102 0.0977 0.1864* 0.0414 -0.1313 0.0676 1
(IX) GDP -0.1627** -0.2321* 0.0048 0.1961* 0.0864 0.0080 -0.0696 0.0490 1
Notes: Definitions of variables are outlined in Table 2. * p-value<0.01 and ** p-value<0.05.
Table: 5
Regression Results
Dependent variables
TL model STL model LTL model
Independent variables Coefficients Robust SEs Coefficients Robust SEs Coefficients Robust SEs
Ln(sales),_; -.0105** .0034 .0113 .0149 -.0079 .0136
Ln(age),, -.2265 2101 -.0325 0485 .0382 ,0620
EBITDA,_, -.9415%** .1072 - 7785%** .1013 -.0482 .1869
LIQ, 4 -.0257*** .0072 -.0327*** .0030 -.0027 .0047
NDTS,_, 1.9628*** .5505 1.3024* .5691 9177 .6389
TANG,_, -.1161* .0518 -.3353*** .0711 .2261*** .0279
TQ., .0283** .0109 -.0029 .0055 0221 0181
RISK,_, .0003 .0002 .0004*** .0001 -.00002 .0002
GDP._, 4.1730*** .8082 3.0266*** .1936 .1493 4341
Intercept 1.3826* 7313 .2958 .0701 .3349 .2872
Estimator selection test
Hausman test [24.59%* 11.68 14.20
Autocorrelation test
Wooldridge [ 19.073%* 34.614*** 7.305%*
Heteroskedasticity test
Modified Wald \ 1006.60***
Brown and Forsythe Wiso, ] 2.9113*** 2.8221***
Cross-sectional dependence test
Pesaran CD 2.126** 0.455 5.013***
R-squared .4367 0.3247 0.2685
F-statistic 2432.09***
Wald chi2(17) 26675.38*** 17145.95***
Panel Estimator Driscoll-Kraay FE Driscoll-Kraay RE Driscoll-Kraay RE
Number of Obs. 197 197 197
Number of firms 22 22 22

Table 5 indicates regression results corresponding to Eq. (1), where the dependent
variable is one of the three measures of leverage (TL, STL and LTL). From Table 5, the
estimated coefficients of the firm size variable (sales) are statistically significant and
negative only in the total leverage model. This finding suggests that, in line with the POT,
textile and apparel firms’ total leverage is negatively affected by firm size. A possible reason
for the negative impact of firm size is that the complex structures of larger firms lead to more
significant information asymmetry between firms and creditors. This finding is also similar
to the result of previous studies (Titman & Wessels, 1988; Marsh, 1982; Chakraborty, 2010,
Haron & Ibrahim, 2012). Regarding firm age, the effect of the age variable on the financing
strategy of the firms is not statistically significant, regardless of how leverage is measured.

207



Ersoy, E. (2022), “An Empirical Study on the Determinants of the Capital Structure
in Turkish Textile and Apparel Firms”, Sosyoekonomi, 30(54), 199-213.

The influence of profitability on leverage indicators is negative in all models, as
predicted by the POT. However, the estimated coefficients of profitability are significant in
the TL and STL models. This finding indicates that the leverage ratio decreases as firm
profitability increases. One possible explanation is that companies with high profits prefer
to use less debt of their abilities to generate funds internally. This is in line with other
empirical studies (Delcoure, 2007; Proenga et al., 2014; Abdioglu & Deniz, 2015; Dizgil,
2019; Tekin, 2019; Soylemez, 2019; Isik & Ersoy, 2021) and supports the logic of both the
TOT and POT.

The impact of the liquidity variable on the leverage is negative and significant in the
TL and STL models. These results, which support the POT, show that firms with more liquid
assets tend to use these assets rather than use debt in financing their investments. This finding
is also supported by other studies (Demirhan, 2009; Proenga et al., 2014; Mirza et al., 2017;
Topaloglu, 2018; Chakrabarti & Chakrabarti, 2019; Dizgil, 2019).

The results show that non-debt tax shields and leverage measures are positively
related in all leverage models. However, this relationship is statistically significant in models
of TL and STL. These findings, which are similar to the results of Delcoure (2007), Mirza
et al. (2017), Soylemez (2019) and D’ Amato (2019), contrast sharply with both theoretical
expectations. Hence, the positive impact might be explained by the fact that NDTS, an
indicator of firms’ asset security, is associated with high leverage.

For the asset tangibility variable, the results show that this variable has a significantly
negative effect on TL and STL during a very positive impact on LTL. The significant
negative association of tangibility and total and short-term leverage measures confirms the
hypothesis of POT and indicates that firms with more tangible assets could choose to operate
with lower leverage ratios because of the lower cost of issuing equity. This finding is
consistent with many empirical studies (D’Amato, 2019; Demirhan, 2009; Abdioglu &
Deniz, 2015; Isik & Ersoy, 2021). At the same time, the significant positive linkage between
tangibility and long-term leverage supports the hypothesis of TOT. It shows that firms with
high tangible assets quickly obtain external finance due to the tangibility collateral
characteristic. This confirms previous empirical findings (D’Amato, 2019; Isik & Ersoy,
2021).

For the TQ variable as a proxy for the future growth opportunity of firms, the
coefficient of this variable in the TL model is statistically significant and positive. This
finding is similar to the finding of previous studies (Vo, 2017; Topaloglu, 2018). This
finding, which validates the POT, also shows that higher market value is associated with
higher total leverage. However, this variable does seem to be related to neither STL nor LTL.

As predicted by the POT, earnings volatility has a positive and highly significant
influence on STL only. However, this powerful effect does not hold for the other models.
This result, consistent with Mirza et al. (2017), demonstrates that firms operating in the
textile and apparel sector increase their debt due to the higher cost of issuing equity.
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The effect of GDP growth on firm leverage is positive in all models but statistically
significant in TL and STL models. This means that debt in the textile and apparel sector
usually increases in prosperous economic times. This finding, in line with the notion of the
TOT, differs from the findings of Ahsan et al. (2016) and Yildirim et al. (2018). However,
Mirza et al. (2017) provide evidence of the positive relationship between GDP growth and
firm leverage.

6. Conclusion

This study examines whether firms' financing decisions are consistent with capital
structure theories. For this purpose, it has been used a yearly data set of an unbalanced panel
of Turkish textile and apparel firms traded in Borsa Istanbul for the period 2010-2019. In
line with the aim of the study, the empirical validity of these theories has been questioned
using some selected variables such as firm size, age, profitability, liquidity, non-debt tax
shields, asset tangibility, growth opportunities, earnings volatility, and GDP growth.

Empirical findings from this study allow us to conclude that: (i) the total leverage
ratio is significantly and negatively affected by firm size, profitability, liquidity, and asset
tangibility, and is positively affected by non-debt tax shields, growth opportunities and GDP
growth. Nevertheless, firm age and earnings volatility does not have a statistically significant
influence on the total leverage; (ii) the short-term leverage ratio is significantly and
negatively affected by profitability, liquidity and asset tangibility and is positively affected
by non-debt tax shields, earnings volatility, and GDP growth. In addition to these results,
firm size, firm age, and growth opportunities do not have a statistically significant influence
on the short-term leverage ratio and (iii) The only statistically significant variable in the
long-term leverage regression model is the tangibility of the assets. There is no statistically
significant association between other variables with different signs and long-term leverage
ratio. As a consequence, POT seems to be the most successful theory in explaining the
determinants of the capital structure of Turkish textile and apparel firms. In other words,
textile and apparel firms mostly follow the POT.

One of the areas where textile and apparel firms operating in a fiercely competitive
environment can create a competitive advantage compared to their competitors is that they
can reduce capital costs by reaching an optimal capital structure. For this to happen, it is
necessary to know what factors determine firms’ capital structure. Therefore, it is thought
that the findings obtained from this study will guide both managers and owners of textile
and apparel companies and policymakers.

This study has some limitations. First, this study has tested whether the TOT and
POT are valid for textile and apparel firms. The use of static panel estimators in this study
can be considered another study limitation. However, the models are less likely to suffer
from endogeneity problems. This is because it is employed one-year lagged values of
independent variables to mitigate endogeneity problems. In future studies, the validity of
other capital structure theories, such as signalling, agency, and free cash flow theories, can
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be explicitly tested in different sectors. Dynamic panel data estimators that consider the
endogeneity problem may also be suggested.
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Abstract

Okun's Law asserts an inverse relationship between unemployment and economic growth in
the economy. The study examines the relationship between the growth rate and unemployment rate for
Turkey's agricultural sector from 2014Q1 - 2021Q3. The stationarity test is carried out with the
Generalized Dickey-Fuller Unit Root Test. Then, the relationship between growth and unemployment
rates in the agricultural sector is analysed with the ARDL bounds test. According to the study results,
the growth rate of the agricultural sector and the unemployment rate in the agricultural sector are
cointegrated in the long run, and the relationship between them is statistically significant and positive.
The result reached in the study; Okun's Law is valid in the agricultural sector of the Turkish economy.
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Oz

Okun Kanunu, ekonomide issizlik ile ekonomik biiyiime arasinda ters oranti oldugunu ileri
stirmektedir. Caligmada Tiirkiye’nin tarim sektoriine yonelik, bityiime orani ile igsizlik orani arasindaki
iliski 2014C1 - 2021C3 donemi i¢in incelenmistir. Degiskenler Genellestirilmis Dickey-Fuller Birim
Kok Testi ile duraganlhik smamast yapilmigtir. Ardindan, ARDL simur testi ile tarim sektoriindeki
biiylime ve issizlik oranlart arasindaki iligki analiz edilmistir. Calismanin sonucuna gore; tarim
sektorliniin bliylime orant ve tarim sektoriindeki issizlik orani uzun dénemde esbiitiinlesik ve

arasindaki iligki istatistiksel olarak anlamli ve pozitiftir. Caligmada ulasilan sonug; Tiirkiye ekonomisi
icerisinde tarim sektoriinde Okun Kanunu gegerlidir.

Anahtar Sozciikler : Okun Kanunu, Tarim Sektorii, ARDL Sinir Testi.
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1. Introduction

The effects of unemployment can be divided into economic and non-economic
effects. The economic effects can be explained as the production volume is lower than it
should be. Non-economic effects can be explained as the psychological problems
experienced by the unemployed (Abel et al. 2008: 458). Examples of non-economic effects
are situations that are related to unemployment. Some of them are psychological disorders,
suicide, substance abuse, divorce and criminal habits.

The economic effects of unemployment are a decrease in the amount of production.
Arthur Okun made one of the most important studies in the literature on this subject in 1962.
A. Okun investigated the possible effects of unemployment on the gross domestic product
deficit and found that unemployment causes a deficiency in the GDP. The fact that
unemployment causes the gross domestic product deficit, that is, the economy to grow less
than its potential, is called "Okun's Law".

The equation shows the Okun coefficient numbered 1 (Barisik et al. 2010: 91).
U=U*-(70) &)

In this equation, B is Okun Coefficient, U* is the natural unemployment rate, U is the
unemployment rate, Y* represents potential GDP, and Y is actual GDP.

The coefficient B in the equation numbered 1 is called the "Okun Coefficient". In A.
Okun’s study, this coefficient was calculated as 0.3. That is, for every 1% increase in
unemployment rates, the gross domestic product gap increases by 0.3%. From a different
perspective, the unemployment rate decreases by 0.3% for every 1% increase in the actual
product.

The study aims to examine the correlation between the growth rate of the agricultural
sector in the Turkish economy and the unemployment rate in the agricultural sector. In the
study, first of all, a literature review will be done on the studies in the field of Okun's Law.
Followingly, methodological information will be given about the tests in that the relationship
between the two variables will be examined. After the method information, the relationship
between the variables will be discussed with econometric analysis. In this context,
agricultural sector growth data and unemployment rates in the agricultural sector will be
used between the 2014Q1 and 2021Q3 periods. The relationship between the mentioned
variables will be analysed with the ARDL bounds test approach after the stationarity test of
the variables is done with the Augmented Dickey-Fuller Unit Root Test.

2. Literature Review

The literature review focuses on selected studies about Okun Law related to the
Turkish economy since no analysis has been found regarding the validity of Okun’s Law in
the agriculture sector.
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Evaluation of the studies according to the scanned literature is given in Table 1.

Table: 1
Literature Review on Okun's Law
Author Year Country Data Period Result
Okun 1962 United States 1947-1960 Every increase in the unemployment rate creates a greater GDP gap than
the rate of increase.
For the Turkish economy, there is unidirectional causality from the
Yilmaz 2005 Turkey 1978-2004 growth rate to the unemployment rate.
Uysal & g For the Turkish economy, one-way causality from growth to
Alptekin 2009 Turkey 1980-2007 unemployment has been determined. Okun's Law is invalid.
~ There is bidirectional causality between unemployment and growth in
Takim 2010 Turkey 1975-2008 the Turkish economy.
C?;I:?n& 2010 Turkey 1950-2007 Okun's law is valid for the Turkish economy in the long run.
Barisik, Cevik ~ Although growth does not create employment for the Turkish economy,
& Cevik 2010 Turkey 1988-2008 Okun's Law is not valid either.
Tiryaki & . The Turkish economy has unidirectional causality from output gap to
Ozkan 2011 Turkey 1998-2010 unemployment. Okun's Law is not valid.
Kanca 2012 Turkey 1970-2010 Althc_)ugh grovyth affects unemployment in the Turkish economy, Okun's
Law is not valid.
Ozdemir & . Although there is a causal relationship between growth to employment
Yildirim 2013 Turkey 2005-2013 for the Turkish economy, Okun's Law is invalid in the long run.
SEA“}(‘;;& 2014 Turkey 20052012 | Okun's Law is valid for the Turkish economy.
Eser 2014 Turkey 1970-2010 Okun's Law is valid for the Turkish economy.
Isik, Sahbaz OECD . . . .
& Sahbaz 2015 Countries 1990-2014 Okun's Law is valid for OECD country economies.
Goger 2015 Turkey 2001-2015 For the Turkish economy, economic growth is the cause of
unemployment and Okun's Law is valid.
Demirbas & " kun's law is valid for the Turkish inthe|
Kaya 2015 Turkey 1980-2009 Okun's law is valid for the Turkish economy in the long run.
Altunéz 2015 Turkey 2000-2015 Althqugh un_employment growth affects the Turkish economy, Okun's
Law is invalid.
Akay, Aklan . Okun's Law is more effective for the Turkish economy than in periods of
& Cinar 2016 Turkey 1969-2014 economic growth.
Erkus, Gemrik | )¢ Turkey 20002015 | Okun's law is valid for the Turkish economy.
& Aytemiz
Uras 2016 Turkey 2000-2014 Okun's law is valid for the Turkish economy.
Kose 2016 Turkey 2003-2014 Okun's law is valid for the Turkish economy.
An 2016 Turkey 1980-2014 There is growth in Ehe Turklgh economy that does not create
employment. Okun's Law is invalid.
Economou & | 55 E i 1993-2014 | The Okun Law applies to th jes of E i i
Psarianos 016 U Countries 993-20. e Okun Law applies to the economies of European Union countries.
Hooper 2017 Dggj:ﬁﬁ'er;g 2011-2015 Okun's Law is valid in 85 different countries’ economies.
Grant 2017 United States 1948-2016 Okun's Law applies to the American economy.
Yiiksel & Developed and . . S . .
Oktar 2017 Developing Countries 1993-2015 Okun's Law is valid in developed and developing countries.
Mucuk, Edimeligil | 5y, Turkey 2002-2014 | Okun's law is valid for the Turkish economy.
& Gergeker
Egri 2018 Egypt 1970-2016 Okun's Law does not apply to the Egyptian economy.
Giiglii 2018 Turkey 2004-2014 Okun's law is valid for the Turkish economy.
Oroei & 2020 Turkey 1990-2019 | Okun's law is valid for the Turkish economy.
Ygﬁs& 2020 D-8 Countries 1998-2017 | Okun's Law is not valid
Karadag-Ak 2021 Turkey 2005-2020 Okun's law is valid for the Turkish economy.
Kogak 2021 Turkey 2005-2020 Okun's law is valid for the Turkish economy.

3. Methodology

In the study, total production data of the agricultural sector between 2014Q1-2021Q3
and unemployment rates in the agricultural sector are used. The data are taken from the data
repository of the Turkish Statistical Institute (TURKSTAT). To start the evaluations, the
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unit root inclusion status of the data above is analysed. The Augmented Dickey-Fuller Unit
Root Test, developed by D. David and W. Fuller in 1979 and revised and finalised two years
later, is employed to conduct the analysis. This test analyses the model over three equations:
the plain version, the constant term version, and the trend and constant term version. In the
study, the equations of the model, which are used for both constant term and trend models,
are used. The equation in which the model contains a constant term is shown with the number
2, and the equation containing both the constant term and the trend with the number 3 (Tas
etal., 2017: 270-271).

AYt=o00+ AY¢e1 + it 2
AYt=o0+ a1t +AYe1 + e (3)

By using these equations, it is aimed to find the estimated value of the coefficient 0
and its standard error. The estimated ¢ value from these equations is compared with the
corresponding value in the DF table created by Dickey and Fuller. Table values consist of 0
and “-*“ negative values. As a result of the mentioned comparison, the following hypotheses
are tested, and it is concluded whether it contains a unit root or not.

HO =X =0 There is a unit root in the series; it is not stationary,

H1 = <0 There is no unit root in the series, it is concluded that the series is stationary.

The ARDL bounds test developed by M.H. Pesaran, Y. Shin, and R.J. Smith in 2001
has also been used. ARDL bounds test enables the analysis of the cointegration relationship
between the series used in the model, regardless of their stationarity of the same order. In
addition, determining the short- and long-term relationships with the help of the error
correction model by keeping long-term information available in the model is one of the
advantageous aspects of the ARDL bounds test.

Equation 4 is the one used in ARDL bounds test (Peseran et al., 2001).
AY = o+ XX, ali AYe + 37 a2i AXer+ a1 Yer+ azXo + & 4)

Within the ARDL bounds test scope, “0” and “1” bounds are determined for the
model in question. 1%, 2.5%, 5% and 10% error probability are determined separately with
the bound’s calculated F statistical value. If the calculated F statistic has a value above the
“1” springs, the result is that the model is cointegrated. If the F statistic under the “0”
boundary is calculated, it is determined that the model is not cointegrated. Finally, suppose
the F statistical value is between the bounds of “0” and ““1”. In that case, it is concluded that
the model is undecided whether it is cointegrated and does not reach a conclusion.

Also, in this study, agricultural growth rate (AGR) and agricultural unemployment
rate (AUR) variables were supplied from the Turkish Statistical Institute data bank.

The model used in the analysis is presented in equation number 5.
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AUR = B0 + BIAGR + € (5)

The ARDL Bounds Test values applied within the framework of this model and the
Augmented Dickey-Fuller Unit Root Test, in which the stability of the variables is analysed,
are reported in the valuable empirical findings section.

4. Empirical Findings

The results of the Augmented Dickey-Fuller (ADF) Unit Root Test are reported in
Table 2.

Tablo: 2
ADF Test Results
Intercept Trend and Intercept

%1 Value %1 Value

Variable %5 Value %5 Value
%10 Value %10 Value

(Test Statistics) (Test Statistics)
[Probability Value] [Probability Value]

-3,67170 -4,296729

-2,963972 -3,568379

AGR -2,621007 -3,218382
(-3,107947) (-2,990424)

[0,0367] [0,1512]

-3,679322 -4,309824

-2,967767 -3,574244

D AGR -2,622989 -3,221728
(-5,909805) (-5,994783)

[0,0000] [0,0002]

-3,711457 -4,356068

-2,981038 -3,595026

AUR -2,629906 -3,233456
(-1,847560) (-2,585570)

[0,3504] [0,2890]

-3,699871 -4,146345

-2,976263 -3,622033

D AUR -2,627420 -3,248592
(-8,741133) (-4,191345)

[0,0000] [0,0160]

First, the statistical test and the confidence value are compared to interpret the
Augmented Dickey-Fuller Unit Root Test table. This study has been shaped on a 95%
confidence value, that is, a 5% margin of error. Therefore, comparing the test statistic value
with the 5% error value is necessary. As a result of this comparison, if the test statistic value
is greater than the error value, it is concluded that the series contains a unit root. Otherwise,
if the test statistic value is less than the error value, it is concluded that the series is stationary.

According to the results in the model with constant term and model with both constant
term and trend, it has been determined that the variables of the growth of the agricultural
sector and the unemployment rate in the agricultural sector contain unit root in their level
values, that is, they are not stationary. Surprisingly, the agricultural sector growth rate is
found to be stable in the level value in the fixed term model; even stability in the level value
in both the fixed term and trend model is not the case. Yet, after taking the difference, the
growth rate is detected to be stationary in both cases.

219



Yilmaz, M. & A.T. Akcan (2022), “Validity of Okun Law in Agricultural Sector
in Turkey: ARDL Bounds Test Approach”, Sosyoekonomi, 30(54), 215-223.

Table: 3
ARDL Test Values
The ARDL Model = > AGR = f (AUR)
F Statistics 10,31989
Model (4,0)
Significance Levels Critical Values
0 Boundary | Boundary
%1 6,84 7,84
%2,5 577 6,68
%5 4,49 573
%10 4,04 4,78
Diagnostic Tests Statistics
R? 0,501292
Durbin-Watson Statistic 2,241748
F Statistic 4,221769
Breusch-Godfrey LM 0,1417
Jargue-Bera Normality Test 0,748687
Ramsey Test 0,9407

According to Table 3, the cointegration status of the stationary variables is analysed
by the ARDL bounds test; the F statistic has been calculated as 10.31. As a result of
comparing this test with the "0" and "1" bounds, it can be concluded that the model
established is cointegrated even at the 99% confidence interval. However, since the study is
continued at the 95% confidence interval - as stated in the paragraph below Table 2-we keep
comparing the F statistical value calculated with the 5% significance level. In the 95%
confidence interval, the “0” bounds are calculated as 4.94 and the “1” bounds as 5.73. Since
the F statistical value is greater than the “1” bounds, it is concluded that the model is
cointegrated at the 95% confidence interval.

Considering the diagnostic values calculated by the ARDL bounds test, there is no
autocorrelation problem when the Breusch-Godfrey LM test is considered. Moreover, based
on the Jargue-Bera Normality Test, it is figured that the error term has a normal distribution.
According to the Ramsey Test, it is understood that there is no model building error. In light
of this information, the long-term relationship between the variables is analysed in Table 4.

Table: 4
ARDL Bounds Test Cointegration Values

Cointegration Form

Variable Coefficient Standard Error Test Statistic Probability Value
D(TB(-1)) -10,412752 0,229698 -45,332301 0,0000
D(TB(-2)) -5,964518 0,20795 -28,687246 0,0000
D(TB(-3)) -2,433677 0,186299 -13,063300 0,0000

D(TIO) 1,938127 1,390673 1,393661 0,1780

CointEq(-1) -0,422510 0,289080 -1,839320 0,0000

Cointegration Equation = AGR = - 0.0365 - 0.5663 x AUR
Long Rotation Coefficients

Variable Coefficient Standard Error Test Statistic Probability Value
AUR -0,017518 0,007806 -2,244253 0,0307
C 0,036548 0,004528 8,070811 0,0000

It can be seen that the F statistical value calculated in the established model is greater
than the 1 bound, and it is understood that there is a cointegrated relationship between the
variables. When the model’s coefficients, which are found to have a cointegration
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relationship, are examined, it was concluded that the agricultural sector's unemployment rate
negatively affected the agricultural sector's growth, which is statistically significant.
Therefore, it has been concluded that the Okun Law is valid in the agricultural sector.

5. Conclusion

In this study, the validity of Okun's Law in the Turkish agricultural market has been
analysed. Between 2014Q1 and 2021Q3, the unemployment rate in the agricultural market
and the value of real production in the agricultural market are used. For the analysis of the
relationship between the mentioned variables, firstly, the stability of the variables is tested
with the Augmented Dickey-Fuller unit root test. Then the relationship is evaluated with the
ARDL bounds test.

It can be stated that the statistical value of F, calculated according to the result of the
ARDL bounds test, is greater than the upper value of the bounds and the established model
contains a cointegration relationship when the long-term relationship of the model in which
the cointegration relationship is determined, a negative relationship is detected between the
variables and it is concluded that there was no statistical error in the established model and
there was a statistically significant relationship. Therefore, it has been completed as Okun's
Law is valid for the agricultural sector in the Turkish economy.

As a result, the result reached in the study is similar to the literature. In the literature
review, no study analysed Okun’s Law’s validity for the agricultural sector. In this respect,
the study is thought to contribute to the literature. With this situation, as a result of the study,
it can be concluded that Okun's Law is valid in the agriculture sector by finding similar
results to the results of the studies carried out to analyse the validity of Okun's Law in the
Turkish economy.

The main conclusion drawn from the study is that the policies applied to reduce
unemployment in the agricultural sector will increase agricultural production and, thus,
economic growth. However, the effect of agricultural unemployment on economic growth
is limited. This situation is thought to be caused by the structural situation of the agricultural
sector. Due to the study’s limitations, only the data belonging to the agricultural sector are
examined.

The economy mainly consists of agriculture, industry and services sectors. Among
these sectors, the sector that contributes the least to economic growth is the agricultural
sector. Analysing the validity of Okun's Law for sectors other than agriculture is important
for the development of the study. After calculating the coefficients of the Sectoral Okun
coefficient, making employment policy recommendations for the sector in which
unemployment reduction will affect economic growth more will make the study more
meaningful.
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Abstract

This study aims to investigate the bank-specific and macroeconomic factors that affect the
capital structure of banks. The study used panel data from 42 banks operating in Turkey from year
2003 to 2017. In the analysis, total, long-term and short-term debt ratios are used as a proxy for capital
structure. The findings show that bank size, growth opportunity, interest rate and exchange rate
positively affect the three leverages, while profitability has a negative effect. Most of this study
findings are related to the expectations of pecking order theory.
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Oz

Bu calisma, bankalarin sermaye yapisini etkileyen bankaya 6zgii ve makroekonomik faktorleri
incelemeyi amaglamaktadir. Calismada, Tirkiye'de 2003-2017 yillar1 arasinda faaliyet gosteren 42
bankanin panel verileri kullanilmigtir. Analizde, toplam borg, uzun vadeli ve kisa vadeli bor¢ oranlari
sermaye yapisinin gostergesi olarak kullanilmigtir. Aragtirma bulgulari, banka biiytkliigi, biiyiime
firsati, faiz oran1 ve déviz kurunun kaldirag oranlarini olumlu yonde etkiledigini, karliligin ise olumsuz

yonde etkiledigini gostermektedir. Bu c¢alismanin bulgularinin ¢ogunlugu finansman hiyerarsisi
teorisinin beklentileriyle uyumludur.

Anahtar Sozciikler :  Banka, Sermaye Yapisi, Kaldirag, Panel Veri Analizi.
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1. Introduction

Capital structure combines debt and equity to fund real investments. It shows the
financing strategy of firms and their financing tactics (Myers, 2000: 2). There have been a
lot of capital structure theories and models established following Modigliani and Miller
(1958: 261-297), and efforts have been exerted to determine factors that affect the capital
structure. However, many empirical studies concentrated on industrialised countries and
non-financial firms. Additionally, studies on the capital structure of financial institutions,
especially banks, are minimal. The unique nature of banks, such as the degree of leverage in
banking, the type of deposit contract and the regulatory requirements imposed on financial
institutions, make studies on banks’ capital structure under-explored than non-financial
firms.

Even though regulatory requirements are indicated as a significant factor in banks’
capital structure, recent studies proved that banks' optimal capital structure is realised by
reacting to the influences of bondholders and shareholders in the same way as non-financial
institutions. Flannery and Rangan (2008: 2) analysed the capital build-up in the U.S. They
concluded that the regulatory requirements will not always be necessary for the capital
determination of banks. Instead, investors and market disciplinary pressures significantly
impact banks' capital ratios. Moreover, recently many researchers tended to conclude the
similarities of factors affecting financial and non-financial companies' capital structures.
Gropp and Heider (2010: 9) attempted to investigate the determinant bank capital structure
in 16 different countries. They showed that regulatory requirement is not the foremost
important factor of banks’ equity, and it may only be the second-order important to
determine the capital structure of banks. They also uncovered similarities among the factors
affecting the banks’ and non-financial corporates' capital structures. In other words, the same
drivers ultimately determine banks’ and corporations' capital structures.

In the case of Turkey, there are very few empirical studies about the capital structure
of banks. In these studies, the determinants of banks’ leverage were investigated by selecting
firm-specific and macroeconomic factors like GDP and inflation rate by making total debt
ratio and equity ratio as measures of leverage. Even though these studies attempt to examine
the firm-specific and macroeconomic factors, they did not study the impact of
macroeconomic factors on the three debt ratios of banks. Additionally, in the previous works
conducted in Turkey, the effect of net interest margin and macroeconomic factors like the
unemployment rate, interest rate, and the exchange rate has not been observed. Therefore,
in addition to following the existing literature, this study tries to fill the gaps in the previous
studies. Furthermore, the entire time is separated into two sub-periods to determine whether
the 2008 global financial crisis influenced the capital structure of banks or not. The first sub-
period spans 2003-2008, while the second spans 2009-2017.
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2. Theoretical Framework and Hypothesis Development

In this part, hypotheses are developed based on the literature and theories about the
nature of the relationship between capital structure and different types of determinants.

Profitability: The effect of profit on firms’ leverage is a controversial issue by
previous capital structure theories. According to the trade-off theory, a high profitability
level increases firms' borrowing capacity if corporate taxes are considered. Generally,
profitable firms are required to pay more taxes than non-profitable firms. To deduct the tax
payment amount, they prefer issuing more debt to benefit from a tax shield on the interest
payment. This strategy makes firms have more debt than equity. Furthermore, agency costs
theory recommends that profitable firms increase the amount of debt in their capital structure
to control the manager’s actions. All of these suggestions indicate the existence of a positive
correlation between debt and profitability (Giingoraydinoglu & Oztekin, 2011: 1471).
Instead, the pecking order theory suggests that firms have an order of preference to finance
their operation and prioritise using retained earnings first over debt. Highly profitable firms
are considered as they have more retained earnings and are less dependent on borrowed
funds, which demonstrate a negative association between profitability and debt (Rajan &
Zingales, 1995: 1422; Chakraborty, 2013: 117; Drobetz & Fix, 2003: 24).

Hypothesis 1. Leverage is negatively affected by profitability.

Asset tangibility According to the literature, the asset structure of firms positively
affects their capital structure. If the more significant percentage of firms’ assets is tangible,
it increases the capacity of getting debt with a collateral agreement. According to the trade-
off assumption, asset tangibility and leverage have a positive relationship. The reason is that
in the case of bankruptcy, the loss on tangible assets is lower than the loss on other assets.
Other empirical works support this prediction. Drobetz and Fix’s (2003: 32) findings
revealed that asset tangibility positively impacts leverage. Furthermore, (Hanousek &
Shamshur, 2011: 1364; Gropp & Heider, 2010: 45; Titman & Wessels, 1988: 17) indicated
a significant correlation between tangibility and total debt. On the contrary, the pecking
order assumptions suggest that more tangible-intensive firms tend to depend on domestic
capital and estimate a negative association between asset tangibility and leverage. The
negative association between tangibility and short-term debt is also proved by (Bas et al.,
2009: 14; Degryse et al., 2012: 440).

Hypothesis 2. Leverage is positively affected by the tangibility of assets.

Firm size: One of the most significant factors of capital structure is firm size.
According to trade-off assumptions, firm size is positively correlated to leverage. Large
firms are generally more diversified with stable cash flows than small firms. As a result, the
probability of bankruptcy will be less, and they will be able to borrow more than small firms.
Chakraborty (2013: 17) and Tekin (2019: 156) proved the positive correlation between
company size and capital structure. The contradictory justification comes from a problem of
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asymmetry of information. By pecking order assumptions, large firms must provide
additional public information and offer market securities, including sensitive information
like equities. Thus, firms preferring equity financing over debt leads to a negative correlation
between leverage and firm size.

Hypothesis 3. Leverage is positively affected by the size of the bank.

Net interest margin: Banks’ net interest margin is the difference between what
lenders eventually receive and what the borrowers have to pay for their debt (Busch &
Memmel, 2016: 1). Net interest margin indicates profitability. In other words, the greater the
net interest margin, the more the profit created by the bank, which means stability and the
effectiveness of the bank (Hailu, 2015: 5). Even though the theories on capital structure did
not demonstrate the impact of net interest margin on the capital structure, almost all studies
conducted on the net interest margin indicated that it is the primary measure of banks'
profitability. Khalil (2017: 33) and Hailu (2015: 8) found a negative association between net
interest margin with leverage.

Hypothesis 4. Net interest margin has a negative effect on leverage.

Growth opportunity: Capital assets that enhance the company's worth are known as
growth opportunities. These assets do not produce taxable income and cannot be
collateralised (Titman & Wessels, 1988: 4). According to the trade-off assumptions,
corporations with higher growth opportunities choose to maintain debt financing since they
may need additional resources in the future. Hence, they reduce their debt level in their
capital structure. Thus, the anticipated growth opportunities in the future should have a
negative impact on the debt. Some of the empirical researchers who suggest a negative
association between growth and leverage are Chakraborty (2013: 117), Gaud et al. (2005: 1)
and Goyal et al. (2002: 57). Instead, the pecking order predicts the leverage and growth
opportunity to have a positive relationship. Firms with higher growth opportunities need
external funds in the form of debt because of insufficient internal funding sources. This
effect is proved in Drobetz & Fix (2003) and Frank & Goyal (2009).

Hypothesis 5. Leverage is positively affected by growth opportunities.

Liquidity: The liquidity of an asset indicates the degree to of an asset can be easily
traded in the market. The liquidity ratio demonstrates that the firm can meet its financial
commitments in the short term. Sibilkov (2009: 1173) proved a significantly positive
association of asset liquidity with leverage. Similarly, Shleifer and Vishny (1992: 21)
described those illiquid assets poorly affect debt financing, and liquid assets serve as a better
increase in the firm’s debt capacity. Williamson (1988: 567) states that firms with more
liquid assets undertake higher liabilities because of lower financing costs of such assets.
These findings are compatible with trade-off assumptions.

Sarlija and Harc (2012: 34) suggest that short-term debt correlates more to liquidity
than long-term debt. But generally, firms that have more liquid assets undertake less
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leverage. Similarly, Akdal (2011: 12) presented a significantly negative impact of liquidity
on leverage. Anderson (2002: 13) examined whether asset liquidity affects the long-term
and short-term liabilities of the sample of the U.K. and Belgian firms. He found that firms
that relied on more long-term debts tend to hold more liquid assets. However, when the test
is made on Belgian companies, he found a positive correlation between short-term liabilities
and liquid assets. The pecking order hypothesis suggests a negative association between
leverage and liquidity.

Hypothesis 6. Leverage is negatively affected by liquidity.

The real GDP growth rate: Koksal and Orman (2015: 18) stated that in a highly
growing environment, firms have a shortage of tangible assets regarding the availability of
investment opportunities which leads to losing their value at the time of distress. They also
indicated that GDP negatively affects total and long-term debts but not short-term ones. The
trade-off theory assumes that a higher growth environment negatively affects the leverage
ratio. The theory suggests that firms in a growth environment are likely to face financial
distress and a debt overhang problem since the new investment opportunities in a growing
economy make the cost of debt higher than equity (Myer, 1977: 147). Similarly, Muthama
et al. (2013: 56) indicated that the GDP growth rate negatively correlates with the total and
short-term liabilities, while the correlation with long-term liabilities is positive. Instead,
pecking order assumptions suggest a positive correlation between GDP growth and leverage.
Firms in high-growth environments prefer external financing through debt over equity. This
positive relationship is found by Magwai (2014: 71).

Hypothesis 7. Leverage is negatively affected by the real GDP growth rate.

Inflation rate: The relation between leverage and inflation is interpreted differently
in different capital structure theories. The assumptions of the trade-off theory suggest a
positive effect of the inflation rate on leverage. Taggart (1985) indicated that in the U.S., the
characteristics of the tax law make the real value of interest tax discounts to be low during
the high expected inflation rate. Hortlund (2005: 23) proved that a high inflation rate
increases the debt ratio, especially for banks. The positive effect of the inflation rate on
leverage is also concluded by Frank and Goyal (2009), Mokhova and Zinecker (2014), and
Noguera (2001). These studies revealed that high inflation creates a high demand for
corporate bonds. However, the expectation of pecking order regarding the association
between inflation rate and leverage is not explicit. Dammon (1988) indicated that a higher
inflation rate increases the demand for stocks than bonds. Thus, the leverage of the firms
tends to decrease. Booth et al. (2001: 98) noted that firms' total and long-term liabilities
decrease with the inflation rate increase.

Hypothesis 8. Leverage is negatively affected by inflation.

Interest rate: The interest rate is the borrowed resource charge for a given period.
Frank and Goyal (2009: 47) suggested that the tax benefit of debt makes firms hold more
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debt by the trade-off. Therefore, considering the bankruptcy risk, the high cost of debt is a
key reason for firms to adjust their capital structure, leading to the positive association of
interest rate and leverage. While Bokpin (2009: 129) proved a positive effect of interest rate
on leverage, Mokhova and Zinecker (2014: 534) came to an opposite conclusion.
Dell’ Ariccia et al. (2014: 24) noted that when banks are poorly capitalised, and the leverage
of banks cannot easily be adjusted in response to change in the risk-free rate, the relation
between leverage and real interest rate need no longer be negative. However, if the capital
structure of banks is not fixed and can be easily adjusted, a decrease in real interest rates
increases the leverage. Unexpected interest rate changes significantly affect the firm’s
leverage value. For instance, an unexpected increase in interest rates reduces the market
value of long-term loans while not affecting short-term debts or the book value of long-term
debts (Gordon & Shoven, 1982: 477).

Hypothesis 9. Leverage is negatively affected by interest rates.

Unemployment rate: Mogwai (2014: 26) stated that in countries with a high
unemployment rate, it is possible to expect firms to be labour incentives and make them hold
a lower level of leverage. Generally, employees need to be safe in the working environment,
get incentives and feel confident in the firm they are working in. Customers and shareholders
are reluctant to work in highly leveraged likely to fail firms. Thus, highly leveraged firms
spend more to pay employees' wages, and it could be difficult to hire workers at a low-cost
relative to the labour market (Maksimovic & Titman, 1991: 176).

Despite the limited research on the linkage between unemployment and capital
structure, some empirical data shows the structure of unemployment-leverage correlation.
At the same time, Mokhova and Zinecker (2014: 535) and Akyol and Verwijmeren (2013:
480) state that the unemployment rate has a positive effect on capital structure, and Kalaleh
et al. (2015: 432) proved a negative correlation.

Hypothesis 10. Leverage is negatively affected by the unemployment rate.

Exchange rate: The exchange rate is the currency value of one country regarding
another country’s currency. Francis and Hunter (2012: 5) demonstrated that volatility in the
exchange rate has an economic effect on firms” debt costs and may lead to an increase in
interest conflict between debtholders and shareholders. To investigate whether the banks’
leverage is procyclical or not, Pedrono and Aurelien (2017) found that the leverage of
commercial banks is less procyclical than the leverage of investment banks and this
difference is captured by currency diversification (Baglioni et al., 2013: 10; Kalemli-Ozcan
et al., 2012: 3). The empirical literature that tried to examine the relationship between
exchange rate and capital structure found mixed results. Zare et al. (2013) indicated no
significant relationship between the leverage of listed companies on The Tehran Stock
Exchange and exchange rate changes. On the other hand, Mohsin (2016) found a significant
positive effect of the exchange rate on leverage. Whereas M. Zein and Angstrom (2016: 33)
found a negative association.
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Hypothesis 11. Leverage is negatively affected by the exchange rate.
3. Model Development

In this study linear panel regression model is used. Because of having three dependent
variables, three models are developed (Weisberg, 2005: 20-21).

LEV1it = Bo+ B1PROFTit + B2TANGit + B3SIZEit + BsNIMit +BsGROWit +

BeL1QUit+B7LNGDPit + BaINFit + BoINTit + BoLNUNEMP;t + B11EXCHit+ eit (1)
LEV2it = o+ B1PROFTit + B2TANGit + B3SIZEit + BsNIMit +BsGROWit +
BsL1QUittB7LNGDPit+ BgINFit + BolNTit + BioLNUNEMP;t + B11EXCHit+ eit )
LEV3it = Bo + B1PROFTit + B2TANG:t + B3SIZEit + BsNIMit +BsGROWit +
BeLIQUittB7LNGDPit+ BsINFit + BolNTit + BioLNUNEMP;t + B11EXCHit+ eit ®3)

In the model, the B3¢ indicates the coefficient of regression, B1, ,, and B3 indicate the
coefficient of explanatory variables, ejshows the error, i implies the bank in the same cross-
section and the period is characterised by t.

3.1. Data and Methodology

The study covers 42 sample banks with yearly data from 2003 to 2017. The data of
all bank-specific factors used in this study are collected from statistical reports of The Banks
Association of Turkey (BAT). The macroeconomic data, namely, the inflation rate, real GDP
growth rate, interest rate, unemployment rate, and exchange rate, are collected from the
statistical reports of the World Bank.

For the objective of our study, capital structure is used as the dependent variable.
Several studies used a firm's debt or leverage ratio to measure the capital structure. It is
recommended that besides using total liability, dividing it into short-term and long-term
liability is appropriate to measure the financial leverage, which helps to show whether the
firm is at default risk or not and it gives complete information on past financing choices
(Hanousek & Shamshur, 2011: 1363; Michaelas et al., 1999: 113; Rajan & Zingales, 1995:
9; Titman & Wessels, 1988: 7).

In addition, pecking order and trade-off have different approaches for different
liabilities. Firms with high total and long-term liabilities prefer the pecking order theory's
predictions, whereas firms with lower long-term and total liabilities prefer the trade-off
theory's predictions (Pontoh 2017: 138). As a result, in this research, three measures of
leverage are total used liabilities (LEV1), long-term liabilities (LEV2), and short-term
liabilities (LEV3). The independent variables include bank-specific and macroeconomic
factors: Tables 1 and 2 below present the variables' definitions and descriptive statistics
results.
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Table: 1
The Description of Variables

Variables Model Name Description
Dependent Variables
Total Liabilities Ratio LEVIi Total Debt over Total Assets
Long Term Liabilities Ratio LEV2it Long Term Debt over Total Assets
Short Term Liabilities Ratio LEV3it Short Term Debt over Total Assets
Independent Variables
Profitability PROFTit Operating Income/Total Asset
Asset Tangibility TANG:t Fixed Assets/Total Assets
Bank Size SIZEi The Natural Logarithm of Total Asset
Net Interest Margin NIMit (Interest Income-Interest Expense)/Total Assets
Liquidity LIQUit Current Assets/Current Liabilities
Growth Opportunity GROWit The Annual Growth Rate in Total Asset
The Real GDP Growth Rate GDPit The Natural Logarithm of the Percentage Change in Yearly GDP Growth Rate
Inflation Rate INFit The Percentage Change in the Annual Consumer Price Index (CPI)
Interest Rate INTit Real Interest Rate
Exchange Rate EXCHit Exchange Rate (Turkish Lira to American Dollar)
Unemployment Rate UNEMPIt The Natural Logarithm of the Percentage Change in the Total Labour Force.

Results of Descriptive Statistics

Table: 2

Mean Maximum Minimum Std. Dev. Observations
LEV1 0,714 0,969 0,009 0,255 629
LEV 2 0,305 0,917 0,001 0,217 629
LEV 3 0,455 1,000 0,002 0,243 629
PROFT 0,023 0,895 -0,632 0,071 629
TANG 0,563 0,999 0,002 0,255 629
SIZE 3,182 5,060 0,401 1,072 629
NIM 0,049 0,361 -0,232 0,046 629
GROW 0,211 10,872 -0,878 0,693 629
LIQU 7,173 463,7 0,018 32,6 629
LNGDP 0,054 0,105 -0,048 0,037 629
INF 0,094 0,216 0,063 0,035 629
INT 0,044 0,209 -0,030 0,060 629
LNUNEMP 2,352 2,646 2,219 0,110 629
EXCH 1,885 3,670 1,299 0,687 629

Moreover, The Hausman test with the null hypothesis of the random effect model is
used to choose between fixed and random effect models, and the results indicate that the
fixed effect model is the right choice. Additionally, the Chow test is performed to ensure
whether the model is a common or a fixed effect model, with a null hypothesis of a common
effect. The Chow test results of three regression models for the entire period are found in

Table 3.
Table: 3
The Results of the Chow Test
Model Dependent Variable Effects Test Statistics Prob.
Model 1 LEVL gzzzsseegttl?r? ('::hi-Square 62&?7 gggg
Model 2 LEV2 gg::g:gz Ehi-Square 52501259 8888
Model 3 LEV3 gg:i:zg:gz (F:hi-Square 41863;%3874 gggg

Based on Table 3 above, the fixed effect model is suggested by the p-value of Cross-
section Chi-Square being less than 0.05 for all three full period models.
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3.2. Panel Unit Roots

Although testing for variable stationarity is a common practice in time series analysis,
testing for unit roots in a panel data set has recently become common as a result of shifting
the application of panel data from large cross-sections (N) and short time series (T) to large
cross sections (N) and long-time series (T) (Barreira & Rodrigues, 2005: 2). As a result,
since the data in this study represents a panel data set, panel unit root tests are performed.
There are different types of tests used for unit roots. In this study Phillips-Perron (PP) Fisher
Chi-Square test was used. The Ho of the test is a variable that possesses a unit root. The test
result is given in Table 4 below.

Table: 4
The Result of Panel Unit Root Test

The first difference between the variables
Constant Constant and Trend Trend Constant and trend
PROFT 313,601 355,19 793,03™ 659,15
TANG 95,26 84,55 256,82 208,80
SIZE 293,89™ 97,27 292,93™ 391,017
NIM 322,15™ 353,90™ 684,34 611,63
GROW 295,90 403,84 893,09™ 711,67
LIQU 229,79™ 229,19™ 618,48 541,46™
LNGDP 190,32 105,08" 799,58™" 641,23™"
INF 1137,95™ 870,23™ 1041,13™" 872,14™
INT 491,34 194,65 426,57 823,70™"
LNUNEMP 127,98™ 56,94 245,28™ 130,277
EXCH 0,0002 0,003 37,43 299,73

According to the results, all the remaining variables are stationary except for asset
tangibility and exchange rate. Since two variables, i.e., asset tangibility and exchange rate
have a unit root at level, both variables are first differenced. The first difference of asset
tangibility is stationary with the trend and constant and trend. Instead, the first difference in
the exchange rate is stationary with constant and trend. Therefore, in the regression analysis,
the first difference between tangibility and exchange rate is represented by DTANG and
DEXCH.

3.3. Structural Break Test

As indicated in the first part of this study, besides investigating the determinants
impacting the capital structure, additional analysis is made to determine whether the factors
affect the leverage differently before and after the global economic crisis. Therefore, it is
important to indicate the structural point to split the entire sample period and determine the
two sub-periods. The Dickey-Fuller breakpoint selection test determines the break period
for each macroeconomic variable, including real GDP growth rates, inflation rates, interest
rates, unemployment rates, and exchange rates. The results of the tests show that, excluding
exchange rates, 2009 is a breakpoint for the other four macroeconomic factors. The
macroeconomic variables have changed significantly since 2009. Table 5 shows the result

Y In this study, the ***, ** and * indicate the significance level at p<1%, p<5%, and p<10%, respectively.
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of each variable. Also, to get the structural break, the Chow breakpoint (Chow 1960: 602)
test is applied. The results are given in Table 6 below.

Table: 5
The Variance Inflation Factor for the Full Period (2003-2017)
Variable VIF IIVIF
INT 3.20 0.31205
INF 2.51 0.394825
LNUNEMP 1.78 0.560873
LNGDP 1.69 0.599922
EXCH 147 0.67852
SIZE 1.39 0.720272
TANG 1.24 0.80591
NIM 1.22 0.818678
PROFT 111 0.899649
GROW 1.10 0.911832
LIQU 1.09 0.919534
Mean 1.62
Table: 6
The Result of the Structural Break Test
F-statistic 9,976™"
Log-likelihood ratio 28,534
Wald Statistic 39,906™"

Based on Table 6 above, the F statistic results indicate that the null hypothesis of no
breaks at specified breakpoints (2009) is rejected, and 2009 is considered a structural point.
Therefore, the full-time span is divided into two sub-periods according to the results of a
structural break test. In which, from the years 2003-2008 are considered the first sub-period
and the years 2009-2017 are the second sub-period.

3.4. Autocorrelation and Heteroscedasticity

To test whether there is a relationship among the values of the same variable at
different periods, the autocorrelation test is performed using Wooldridge’s (2002: 176) test
with Ho of no serial correlation. The results revealed that there is autocorrelation in all
models. Additionally, to detect whether the variance of all observations in a data set is equal
or not, the heteroscedasticity test is made by modified Wald tests. The test result indicates
the presence of heteroscedasticity. Therefore, the Driscoll-Kraay standard error is computed
for the correct estimated regression, which provides robustness to heteroscedasticity and
serial correlation (Hoechle, 2007: 29).

4, Results and Discussions

Table 7 demonstrates the correlation among the entire period's dependent and
explanatory variables. Except for the five variables (asset tangibility, bank size, growth
opportunity, real GDP growth rate, and exchange rate), LEV1 is negatively associated with
all the remaining variables with a range between -0,01 and -0,38. The positive correlation of
LEV1 with asset tangibility, bank size, and growth opportunity is statistically significant.
The second leverage, LEV?2, is negatively correlated with most variables. The only three
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positively associated with LEV2 are real GDP growth rate, asset tangibility and bank size.
Although LEV 2 is associated negatively with most independent factors, only the correlation
of profitability, net interest margin, and liquidity are statistically significant.

On the other hand, LEV3 positively correlates with many variables. But statistically
significant correlation is found only with bank size and growth opportunity with a degree of
significance of 1% and 5%, respectively. These results imply that when the bank size and
growth opportunity increase, the short-term debts also significantly increase. On the
contrary, asset tangibility, net interest margin, and liquidity negatively correlate to LEV3.

Table: 7
Correlation Coefficients between Variables
LEV1 | LEV2 | LEV3 [PROFT | TANG [ SIZE NIM [ GROW [ LIQU [ LNGDP [ INF INT [ LNUNEMP | DEXCH

LEV1 1
LEV 2 0,206~ |1
LEV3 0,541" [-0,262" |1
PROFT 0,059 [-0,1187 [0,029 [1
DTANG (0,265 |0,505 |-0,119" [-0,078" [1
SIZE 0,6327 (0,273 0,411 [0,036 0,407 |1
NIM 0,358 [-0,090" [-0,2227" [0,226™ [-0,148™ [-0,298" |1
GROW 0,115~ [-0,005 (0,107~ |-0,047 |-0,080° [-0,036 [-0,158" |1
LIQU 0,382 [-0,083° [-0,330" [-0,1117 [-0,147" [-0,220" [0,069  [-0,075 |1
LNGDP 0,023 [0,005 [0,025 |-0,074 |-0,025 [-0,027 [-0,089" 0,079 [-0,006 |1
INF 0,021 [-0,012 [0,047 [0,128" |-0,063 [-0,100" [0,109" 0,060 (0,012 [0,011 |1
INT -0,062 [-0,021 [0,056 [0,092" [-0,066 [-0,162" |0,103" [0,152" [-0,004 [-0,208" [0,712" [1
LNUNEMP [-0,009 |-0,044 (0,068 [0,035 [-0,012 0,002  [0,022 [0,001 _ |-0,011 [-0,625 0,016 |0,211" [1
DEXCH 0,081 |-0016 [0,033 |-0016 |-0036 |0,105 [-0,040 |-0,161" |0,079" [-0,079" [-0,065 |-0,404" 0,042 1

4.1. Determinative Factors of Bank Capital Structure During the Entire Period

The fixed effects regression analysis result for the entire period is presented in Table
8 below, in which the results' robustness has been ensured through the Driscoll-Kraay (DK)
model. The result indicates that profitability significantly and negatively affects the total and
long-term liabilities ratios, while the effect on short-term liabilities is statistically
insignificant. These results align with pecking order theory assumptions and indicate that
highly profitable Turkish banks have lower debt rates than less profitable banks.

Asset tangibility significantly and positively affects long-term debt, whereas total and
short-term debts are negatively affected. As a result, banks with higher tangible assets seem
to undertake more long-term liabilities than short-term liabilities. In other words, banks that
make increased investments in tangible assets have high levels of long-term debt and short-
term debts are used for current requirements. Based on these findings, it is possible to deduce
that banks in Turkey follow the maturity matching approach in their asset management. The
negative association of LEV1 and asset tangibility is compatible with those predicted by the
pecking order theory.

The impact of bank size seems to be significantly positive among all discussed debt
ratios. Results imply that other things remain constant; large banks use more debt than small
banks. Additionally, the degree of significance on all leverages indicates that in the Turkish
banking sector, in line with trade-off assumptions, bank size has the most significant impact
on leverage. The results of Table 8 show that; the effect of the net interest margin is
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significant only on LEV2. This implies that whenever the long-term debts of banks increase,
the net interest margin will also increase.

The impact of growth opportunity is positive on the three leverages. However, the
effect is statistically insignificant on LEV 2. This indicates that banks with a high growth
opportunity tend to hold more leverage. The main reason is that the opportunity of getting
more investments makes internal funds unlikely to be sufficient, which leads banks to
demand more funds, which is in line with pecking order assumptions. Liquidity significantly
and negatively affects the total and short-term debt, but its effect on long-term debt is
insignificant. The reason might be that when the indebtedness of banks increases, the number
of current assets on hand may decrease and make liquidity turn down. These results are in
line with pecking order assumptions.

Table: 8
The Regression Results of the Full Period (2003-2017)
Variable LEV1 LEvV2 LEV3
. ~0,019 0,493 0,775
(0,123) (0,201) (0,151)
20,556 0,513 20,100
PROFT (0,049) (0,111 (0.075)
-0,056 0,300 -0,259"
DTANG (0,051) (0,053) (0,105)
SIZE 0,238 0,083" 0,168
(0,034) (0,043) (0,016)
v 20,014 0,510 -0,095
(0,123) (0,103) (0,147)
0,020™ 0,007 0,016™
GROW (0,006) (0.010) (0,006)
20,002 0,000 20,0017
LiQu (0,000) (0,000) (0,000)
0,334" -0,096 0,792
LNGDP 0.112) (0,242) (0,141)
NE 0,134 -1,756" 1,333"
(0,303) (0.742) (0,514)
T 0,524 0,047 0,888
©0,173) (0,308) (0,130)
~0,027 0,135” 0,217
LNUNEMP (0,030) (0,045) (0,066)
0,052 0,026 0,020
DEXCH (0,012) (0.033) (0.038)
Adjusted R? 0,815 0,634 0,671
Wooldridge 50,96™ 4534 87,06
Hetrosce Wald 15614,92"" 3269,80™" 2714,83™
Total panel 587 587 587
No.of groups 42 42 42

Regarding the regression results of macroeconomic factors, the real GDP growth rate
has a significantly positive impact on LEV1 and LEV3 but not on LEV2. This finding
indicates that a bank with high economic growth demands more debt than equity. The reason
is that during high economic growth, the demand for external financing increase to make
new investments which is similar to pecking order assumptions.

Contrarily, inflation rates’ impact is statistically significant on LEV2 and LEV3. As
can be observed from the result of Table 8, the coefficient of the inflation rate is high relative
to the coefficients of other variables. Based on this finding, it is worth mentioning that the

236



Hassen-Ali, S. & H. Dagh & S. Faedfar & A. Turan-Kurtaran (2022), “The Impact of Bank-Specific
and Macroeconomic Factors on the Capital Structure of Banks”, Sosyoekonomi, 30(54), 225-242.

inflation rate in the banking industry is considered a significant and determinative factor for
the leverage rate. This result is compatible with the trade-off expectations. The statistically
negative correlation between inflation and long-term liabilities might be because, during
high inflation, one of the measures taken by the banks is increasing the interest rate, which
increases the cost of debts of banks. Thus, banks prefer to reduce the leverage amount in the
capital structure.

The interest rate positively affects the three leverages, but its effect on LEV2 is
statistically insignificant. This finding implies that the leverage of banks in Turkey is
sensitive to the change in interest rate. Similarly, the exchange rate affects all three leverages
positively. However, the impact is significant only on total debt. The periodic exchange-rate
fluctuation impacts the total liabilities rate of banks. The unemployment rate negatively
affects LEV1 and LEV2. But the effect on LEV1 is statistically insignificant. Instead, the
impact on LEV3 is significantly positive. This means that the increase in the unemployment
rate decreases the long-term liabilities and banks’ short-term liabilities.

4.2. Determinants of Banks’ Capital Structure in the Two Sub-periods

Table 9 shows the regression results for both sub-periods except when all the
variables are similar.

Except for the LEV2 of the second sub-period, profitability has a negative impact on
all leverages in both sub-periods. But the effect is only statistically significant on the LEV2
of the first sub-period. These results indicate that before and after the financial crisis, highly
profitable banks use less debt than less profitable banks, which is consistent with pecking
order assumptions. Asset tangibility similarly affects the three leverages of the two sub-
periods. In both periods, asset tangibility negatively affects LEV1 and LEV3 at a 1%
significance level and positively impacts LEV2. Thus, banks with higher tangible assets
undertake lower total and short-term debts and a higher long-term debt burden. The pecking
order assumptions explain many findings in this study regarding the effect of asset tangibility
on leverage.

From Table 9, the regression results of both sub-periods show that the association
between bank size and leverages is significantly positive. Based on this point, it is
worthwhile to deduct those large banks in Turkey use more debt in adjusting their capital
structure than equity. In line with trade-off assumptions, this might happen due to significant
companies' supposed diversification and steady cash flow that allows them easy access to
external funds.

In the two sub-periods, the effect of net interest margin on long-term debt is
significant and positive but is insignificant on short-term and total debts. Also, the impact of
growth opportunity is insignificant on the three leverages of the first sub-period. While in
the second sub-period, it has a statistically positive effect on LEV 1 and LEV2. The impact
of liquidity on LEV1 and LEV3 of the first sub-period is negative and is statistically
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significant only on LEV3. Moreover, liquidity does not affect LEV2 in both periods, which
implies that, in the first sub-period, banks that hold more short-term debts have less liquidity.

Table: 9
The Regression Results for Two Sub-Periods

First sub-period (2003 - 2008) Second sub-period (2009 - 2017)
Variable LEV1 LEV2 LEV3 LEV1 LEV2 LEV3
c 0,010 -0,662" 0,753™ 0,055 0,420 -0,558™
(0,126) (0,103) (0,212) (0,055) (0,222) (0,151)
PROFT -0,129 -0,346™" -0,047 -0,004 0,170 -0,049
(0,107) (0,072) (0,132) (0,425) (0,282) (0,252)
TANG 0,191 0,095 -0,308™" -0,175™ 0,226™ -0,389™
(0,070) (0,120) (0,059) (0,035) (0,075) (0,035)
SIZE 0,270 0,133 0,116™ 0,177 0,077 0,104
(0,030) (0,035) (0,042) (0,028) (0,052) (0,021)
NIM -0,324 0,480 -0,159 0,142 0,272 -0,153
(0,194) (0,248) (0,234) (0,115) (0,079) (0,109)
GROW 0,012 -0,004 0,010 0,072 0,049 0,020
(0,009) (0,010) (0,016) (0,009) (0,022) (0,026)
LIQu -0,001 0,000 -0,002™" -0,001™" 0,000 0,000™
(0,000) (0,001) (0,001) (0,000) (0,000) (0,000)
LNGDP -0,028™" -0,008" -0,018™ -0,405™ 1,860 1,426™
(0,005) (0,004) (0,007) (0,118) (0,312) (0,242)
INF -0,493™" -0,293™ -0,375™ -1,273™ -3,846™" 2,064
(0,126) (0,099) (0,146) (0,317) (0,382) (0,545)
INT 0,503 0,579 0,299™ -0,326" -0,758™ 0,434
(0,115) (0,090) (0,122) (0,165) (0,289) (0,541)
-0,346™" 0,027 -0,500™" 0,082 0,027 0,167
LNUNEMP (0,038) (0.077) (0,066) (0,015) (0,048) (0,054)
EXCH 0,624 0,305 0,549 0,058 -0,014 0,019
(0,051) (0,085) (0,094) (0,013) (0,031) (0,034)
Adjusted R? 0,847 0,637 0,631 0,879 0,713 0,764
Wooldridge 26,567 12,620 22,220 29,301 42,941 62,973
Hetrosce Wald 67600,32" 5993,81"" 29265,75™ 30442,40™ 7381,32™" 8451,23™
Total panel 252 252 252 335 335 335
No. of groups 42 42 42 42 42 42

In the two sub-periods, the effect of the real GDP growth rate and inflation rate on
the three leverages is similar. Except for LEV3 of the second sub-period, the two variables
affect all leverages negatively. Additionally, the inflation rate seems to impact the three
leverages strongly. For instance, in the second sub-period, a unit increase in inflation rate
caused a significant decline of LEV1 and LEV2 by 1,27 and 3,84, respectively, While LEV3
significantly increased by 2,06. In all regression results of the first sub-period period, the
impact of interest rate and exchange rate on three leverages is very positive, indicating that
an increased exchange rate and interest rate increased the banks’ indebtedness before the
financial crisis. While after the crisis period, banks’ total and long-term debts significantly
decreased with the increase in interest rate. Also, in the first sub-period, the unemployment
rate negatively and substantially affects LEV1 and LEV3, while in the second sub-period,
the variable positively affects these two leverages.

Based on the findings of the analysis made to investigate the effect of the selected
determinants on the debt level of banks, the result of some variables is like the developed
hypotheses or expected results. In this study, the null hypotheses that predict a negative
effect of profitability, liquidity, and the real GDP growth rate on the leverage are accepted.
In contrast, the hypotheses that predict a negative impact on net interest margin and interest
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rate are rejected. On the other hand, the hypotheses that estimate a positive effect of bank
size, growth opportunity, unemployment rate, and exchange rate on leverage are accepted.
In contrast, the hypotheses that assume the positive impact of the inflation rate and asset
tangibility on debt level are rejected.

Most of the study’s findings are consistent with the prediction of the pecking order
theory. Even though the results of this study support the pecking order theory, the theory
does not precisely explain the relationship between some variables and capital structure.
According to Koksal and Orman (2015: 30), the major limitation of the pecking order theory
over the trade-off theory is that it does not produce a prediction about the association of
corporate debt tax shields, inflation, and non-debt tax shields with leverage. The findings of
this study also indicate that neither pecking order nor trade-off theory can exactly match the
relationship between leverage and some macroeconomic factors.

5. Conclusion

This study aims to determine the bank-specific and macroeconomic factors that affect
the capital structure of banks in Turkey from 2003 to 2017. Apart from this, to analyse
whether the 2008 global financial crisis affected the capital structure of banks or not, the
full-time span is broken into two sub-periods. The first sub-division runs from 2003 to 2008,
and the second runs from 2009 to 2017.

The findings show that the effect of bank size, growth opportunity, interest rate, and
exchange rate on the three leverages is positive, while the impact of profitability is negative.
Tangibility, net interest margin, and liquidity negatively affect the total and short-term debts;
however, it does not affect long-term debts. On the contrary, inflation and real GDP growth
positively impact the total and short-term liabilities. The effect of the unemployment rate on
long-term liabilities is significantly negative, whereas, on short-term liabilities, the effect is
positive.

When breaking the entire period into two sub-periods, the results show that except
for the short-term debts of the second sub-period, the effect of real GDP growth rate,
profitability and the inflation rate is significant on all leverages of the two sub-periods.
Instead, bank size has a positive impact on all leverages. The effect of interest rate is
significantly positive on the three leverages of the first sub-period. At the same time, in the
second-sub period, it greatly affects the total and long-term debts. The association between
the unemployment rate and total and short-term debts are extremely negative only in the first
sub-period. The findings of this study indicate that the association between leverages and
the majority of the explanatory variables are consistent with pecking order expectations.
However, since this theory does not generate a prediction for the association between debt
level and some of the explanatory variables used in this study, it does not precisely match
all of the observed relationships between leverages and some of the selected variables. The
findings of this study have significant implications, especially for bank managers who
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should consider both macro and microeconomic factors when making decisions related to
financing.

Even though this study tried to determine the factors that affect banks' capital
structure of banks, it fails to show the impact of the factors on market-based leverage, which
is assumed to be forward-looking. The other limitation of the study is that it does not provide
whether the ownership structure of banks affects the capital structure, and factors related to
risk and taxes such as non-debt tax shields, corporate debt tax shields, and asset quality are
not observed. Therefore, it would be important to include such factors in future studies.
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Abstract

In this study, we model the monthly time series of the Central Bank of the Republic of Turkey’s
Weighted Average Funding Cost (Interest Rate) for the period between 2011:01-2020:12. In this
framework, we establish and compare the linear and the nonlinear based various autoregressive
(integrated) moving average models in two separate groups and investigate the most suitable model
for the series. After all, we reveal that the relevant interest rate series can be modelled best with the
LNV-ARMA(2,1) model for the related period. The first novelty of this study is that we model the
relevant interest rate itself instead of investigating the relationship of this interest rate with the other
macroeconomic variables. The second novelty of this study is that we circumvent the unit root problem
and establish a more explanatory time series model by applying the LNV methodology.
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Oz

Bu calismada, 2011:01-2020:12 donemine ait Tiirkiye Cumhuriyet Merkez Bankast Agirlikli
Ortalama Fonlama Maliyeti (Faiz Orani) aylik zaman serisi modellenmistir. Bu gergevede, iki ayri
grupta dogrusal ve dogrusal olmayan temelli ¢esitli otoregresif (biitiinlesik) hareketli ortalama
modelleri kurularak karsilagtirilmis ve seriye en uygun model arastirilmigtir. Sonug olarak, ilgili faiz
oran1 serisinin bahsi gegen donem igin en iyi LNV-ARMA(2,1) modeli ile modellenebilecegi ortaya
konmustur. Bu ¢alismanin ilk yeniligi, bu faiz oraninm diger makroekonomik degiskenlerle iligkisini
aragtirmak yerine ilgili faiz oraninin kendisini modellememizdir. Bu ¢aligmanin ikinci yeniligi, LNV
metodolojisini uygulayarak birim kok sorununu asmamiz ve daha agiklayici bir zaman serisi modeli
olusturmamizdir.

Anahtar Sozciikler . TCMB AOFM, LNV Metodolojisi, ARIMA Modelleri, Zaman
Serileri, Tirkiye.
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1. Introduction

The Central Bank of the Republic of Turkey’s (CBRT) Weighted Average Funding
Cost (WAFC) or Interest Rate (WAFR) is defined as the weighted average of the overnight,
weekly, etc. funding interest rates, which are made by using various instruments such as
repo by the CBRT to meet the short-run liquidity need in the market (CBRT, 2021). Since
this funding made by the CBRT constitutes a significant part of the short-term liquidity
provided by the banks, this interest rate may be crucial for the banks in pricing the deposits,
loans, and other financial instruments (Kara, 2015).

There are many empirical studies in the literature on the CBRT WAFC. These are
generally designed to investigate the relationship between the CBRT WAFC and various
macroeconomic variables (e.g., Ekinci et al., 2016; Kiiciik et al., 2016; Tunali & Yalginkaya,
2017; Varlik & Berument, 2017; Giiler & Ozcalik, 2018; Binici et al., 2019; Biiberkokii &
Kizilder, 2019; Stimer, 2019; Yiiksel et al., 2019; Kartal, 2020; Felek & Ceylan, 2021).
Unlike these studies, we model the CBRT WAFC time series based on the monthly data for
the period between 2011:01-2020:12 in the framework of autoregressive (integrated)
moving average [AR(I)MA] models by using two different approaches with linear and
nonlinear and investigate comparatively. In this way, we aim to give ideas to the market
participants, especially banks, by revealing to what extent the current value of the relevant
time series is affected by the previous values of the series and to what extent by the random
shocks. The first contribution of this study is that we model the relevant interest rate itself
instead of investigating the relationship of this interest rate with the other macroeconomic
variables.

We consider modelling the CBRT WAFC time series with the linear and the
nonlinear approaches to make it stationary. We eliminate the stochastic and deterministic
trends in the series by using difference stationarity and trend stationarity methods. In this
context, we use the linear ADF unit root test and the nonlinear unit root test developed by
Leybourne et al. (1998) [LNV]. The second contribution of this study is that we circumvent
the unit root problem and establish a more explanatory time series model by applying the
LNV methodology.

There are two motives why we prefer the LNV test in this study. Firstly, this test is
one of the unit root tests, which includes a break in mean and/or trend. Unlike the unit root
tests proposed by Perron (1989; 1990; 1997), Rappoport and Reichlin (1989), Zivot and
Andrews (1992), and Lumsdaine and Papell (1997), which the assumption of instant
deterministic structural change in mean and/or trend is made, the LNV unit root test, which
has a smooth transition regression (STR) based model, allows gradual adjustment between
the two regimes. This is more suitable for the structure of the economic time series. Because
it is improbable for all economic agents to react simultaneously to an economic stimulus.
Secondly, this test enables the detection and elimination of nonlinear structures, which may
cause unit root problems in variables.
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The remainder of the study is structured as follows: In Part 2, we present various
empirical studies in the literature on the CBRT WAFC. In Part 3, we explain the empirical
methodology applied in this study. In Part 4, we deal with the data and the unit root test
results and make a comparative analysis by establishing various models in two different
groups. The last part consists of the concluding remarks.

2. Literature Review

There are various empirical studies in the literature on the CBRT WAFC. We briefly
explain some of these studies below.

Ekinci et al. (2016) investigate whether the CBRT WAFC is effective on the Borsa
Istanbul (BIST) 100 index and conclude that the CBRT WAFC does not affect the BIST 100
index. Kiigiik et al. (2016) empirically analyse what determines the overnight spread
between the Borsa Istanbul (BIST) repo rate and the CBRT average funding rate and find
that it is recently affected by many factors