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Executive Summary

The 64™ issue of Sosyoekonomi Journal presents a rich and diverse collection of 25 research
articles covering a wide range of contemporary socioeconomic, technological, environmental, and
financial topics. This issue offers readers valuable theoretical and empirical insights into today's most
pressing academic and practical challenges.

The first article by Ozalp, Simsir, and Dogan explores the challenges faced by international
students in Tirkiye, revealing issues such as discrimination and cultural adaptation difficulties.
Yardimer Bozdogan, in the second article, examines the influence of economic policy uncertainty
(EPU) from major trade partners on Tiirkiye's real effective exchange rate, demonstrating how global
dynamics affect national currencies. The third article by Pourabdollah et al. compares financial
complexity across Tiirkiye, Iran, Saudi Arabia, and the UAE, finding that Tiirkiye holds the highest
systemic risk. Aktar, in the fourth article, investigates the relationship between maternal education,
economic development, and infant mortality in Tiirkiye from 1960 to 2010. In the fifth article, Eren
analyses mergers and acquisitions' impact on acquirers' stock returns in Tiirkiye, finding positive
abnormal returns before announcement dates but not afterwards.

Ak and Seyfettinoglu, in the sixth article, focus on the location choices of R&D firms,
highlighting the importance of knowledge spillovers. In the seventh article, Kahramani Kog and Oztiirk
evaluate the financial performance of transportation and storage companies using multi-criteria
decision-making techniques. In the eighth article, Keskin et al. assess consumers' perspectives on
corporate social responsibility in Tirkiye. Giirer and Degirmencioglu, in the ninth article, study SEKA
Postast newspaper’s role in industrial and urban cultural development. The tenth article by Kaya et al.
examines the Environmental Kuznets Curve in BRICS countries, focusing on the impact of military
expenditures and nuclear energy use.

The eleventh article by Biiyiikipek¢i and Duman measures the digital maturity of automotive
firms in Konya, noting areas for improvement in smart factories. Oztop, in the twelfth article,
investigates the effects of inflation and policy rates on stock indices in the Fragile Five economies.
Aydin Unal, in the thirteenth article, ranks Turkish insurance companies based on sustainability using
novel fuzzy methods. Ozkan Alakas, Sahin, and Giiler, in the fourteenth article, analyse the mediating
roles of online trust and perceived risk between website design and purchase intention. Aygiin Alict
and Kuziltan, in the fifteenth article, explore the relationship between non-precarious employment and
unemployment.

The sixteenth article by Fikirli and Sahin shows that social interactions positively influence
photovoltaic system adoption in Tiirkiye. In the seventeenth article, Ayla highlights spatial influences
on domestic savings rates in the EU-15 and Tiirkiye. The eighteenth article by Demirel and Boduroglu
investigates the social work needs of university students from single-parent families. In the nineteenth
article, Savci and Acaray reveal that job crafting moderates the adverse effects of work overload on
task performance. Tazegiil et al., in the twentieth article, confirm that economic policy uncertainty
adversely affects tax revenues in Tiirkiye.

In the twenty-first article, Aslan validates the Environmental Kuznets and Load Capacity
Curve hypotheses for Tiirkiye, showing positive effects from renewable energy and energy efficiency.
Ekinler et al., in the twenty-second article, apply artificial neural networks to predict corporate
profitability, incorporating ESG scores and financial indicators. Karsiyakali and Cetin, in the twenty-
third article, argue that Tiirkiye’s current population exceeds the optimal level for ecological
sustainability. In the twenty-fourth article, Aydogdu and Uyar analyse volatility spillovers between
energy commodities and precious metals using advanced econometric methods. Finally, Olga¢ Akar



et al., in the twenty-fifth article, reveal how big data is strategically used in the banking sector for
customer-focused marketing insights.

Sosyoekonomi Journal sincerely thanks all authors, reviewers, and editorial board members
whose dedicated contributions have been instrumental in shaping the quality and success of this issue.
We firmly believe the studies published here will make valuable contributions to the scientific
community. We also extend our heartfelt thanks to our readers and followers for their continued
support and interest. We hope this issue will enlighten and inspire academics and practitioners alike.

Dr. Emre ATSAN
Co-Editor-in-Chief



Editoriin Notu

Sosyoekonomi Dergisi’nin 64. sayisi; sosyoekonomik, teknolojik, ¢evresel ve finansal
alanlardaki giincel konulari ele alan 25 arastirma makalesiyle dikkat ¢ekmektedir. Bu sayida yer alan
caligmalar, ilgili alanlardaki kuramsal yaklagimlar1 ve ampirik bulgular1 bir araya getirerek, farkli
disiplinlerden aragtirmacilar ve uygulayicilar igin kapsamli bir degerlendirme zemini sunmaktadir.

Ozalp, Simsir ve Dogan’m yazdig: ilk makalede, Tiirkiye’deki uluslararasi dgrencilerin
karsilastig1 ayrimeilik ve kiiltiirel uyum gibi sorunlar ele alinmaktadir. fkinci makalede Yardimei
Bozdogan, Tiirkiye’nin reel efektif doviz kuru tizerindeki baslica ticaret ortaklarinin ekonomik politika
belirsizliginin (EPU) etkisini analiz ederek kiiresel dinamiklerin ulusal para birimlerine etkisini
gostermektedir. Pourabdollah ve diger yazarlar iigiincii makalede Tiirkiye, iran, Suudi Arabistan ve
BAE’deki finansal karmagiklig1 karsilastirmakta ve Tiirkiye’'nin en yiiksek sistemik risk seviyesine
sahip oldugunu ortaya koymaktadir. Aktar’in dordiincii makalesi, 1960-2010 déneminde Tiirkiye’de
anne egitimi, ekonomik kalkinma ve bebek oliimleri arasindaki iliskiyi incelemektedir. Besinci
makalede Eren, Tiirkiye’de birlesme ve satin alma duyurularinin ahici sirketlerin hisse senedi
getirilerine etkisini analiz etmis; duyuru 6ncesinde pozitif anormal getiriler tespit edilmistir.

Altinc1 makalede Akin ve Seyfettinoglu, Ar-Ge firmalariin konum segimini bilgi yayilimi
acisindan degerlendirmektedir. Yedinci makalede Kahramani Kog ve Oztiirk, ulasim ve depolama
sektoriindeki sirketlerin finansal performansini ¢ok kriterli karar verme teknikleriyle incelemistir.
Sekizinci makalede Keskin ve diger yazarlar, Tiirkiye’deki tiiketicilerin kurumsal sosyal sorumluluk
algisint degerlendirmistir. Dokuzuncu makalede Giirer ve Degirmencioglu, SEKA Postasi gazetesinin
endiistriyel gelisim ve kent kiiltiiriindeki roliinii incelemistir. Onuncu makalede Kaya ve diger yazarlar,
BRICS iilkelerinde askeri harcamalar ve niikleer enerji kullanimmm Cevresel Kuznets Egrisi
tizerindeki etkilerini degerlendirmistir.

On birinci makalede Biiyiikipek¢i ve Duman, Konya’daki otomotiv firmalarmm dijital
olgunluk diizeylerini analiz etmis ve o6zellikle akilli fabrika alaninda iyilestirme gerekliligini
vurgulamigtir. On ikinci makalede Oztop, Kirilgan Besli ekonomilerinde enflasyon ve politika faiz
oranlarmin borsa endeksleri iizerindeki etkisini arastirmistir. Aydi Unal’mn on iiciincii makalesinde,
bulanik mantik temelli yontemlerle Tiirk sigorta sirketlerinin siirdiiriilebilirlik performansi
siralanmistir. On dérdiincii makalede Ozkan Alakas, Sahin ve Giiler, web sitesi tasarimu ile satin alma
niyeti arasindaki iligkide ¢cevrimici giivenin ve algilanan riskin aracilik roliinii incelemistir. On besinci
makalede Aygiin Alic1 ve Kiziltan, giivenceli istihdam ile genig tanimli igsizlik arasindaki iliskiyi
analiz etmistir.

Fikirli ve Sahin’in on altinc1 makalesi, Tiirkiye’de fotovoltaik sistemlerin benimsenmesinde
sosyal etkilesimin olumlu etkisini ortaya koymaktadir. On yedinci makalede Ayla, AB-15 ve
Tiirkiye’de yurtici tasarruf oranlarinin mekansal etkilerini analiz etmistir. On sekizinci makalede
Demirel ve Boduroglu, tek ebeveynli aile yapisina sahip tniversite 6grencilerinin sosyal hizmet
ihtiyaglarin1 degerlendirmistir. On dokuzuncu makalede Savci ve Acaray, is yiikiinin gorev
performansi tizerindeki olumsuz etkisinin is zanaatkarligiyla nasil dengelendigini ortaya koymustur.
Yirminci makalede Tazegiil ve diger yazarlar, Tiirkiye’de ekonomik politika belirsizliginin vergi
gelirleri tizerindeki olumsuz etkisini dogrulamistir.

Yirmi birinci makalede Aslan, Tiirkiye i¢in Cevresel Kuznets ve Tagima Kapasitesi Egrisi
hipotezlerini dogrulamis ve yenilenebilir enerji ile enerji verimliliginin olumlu etkilerini ortaya
koymustur. Yirmi ikinci makalede Ekinler ve diger yazarlar, yapay sinir aglariyla net kar tahmini
yaparken ESG skorlar1 ve finansal gostergelerin etkisini analiz etmistir. Karsiyakali ve Cetin, yirmi
tgliincti makalede Tiirkiye nin mevcut niifus diizeyinin ekolojik siirdiiriilebilirlik agisindan optimalin



izerinde oldugunu savunmaktadir. Yirmi dordiinci makalede Aydogdu ve Uyar, enerji emtia
piyasalari ile degerli metaller piyasalari arasindaki volatilite gegislerini ileri ekonometrik yontemlerle
incelemistir. Son olarak, yirmi besinci makalede Olgag, Akar ve diger yazarlar, bankacilik sektoriinde
biiylik verinin misteri odakli pazarlama icgoriileri elde etmekteki stratejik kullanimini ortaya
koymaktadir.

Sosyoekonomi Dergisi olarak, bu sayiya katki sunan tim yazarlarimiza, hakemlerimize ve
editor kurulu iiyelerimize icten tesekkiirlerimizi sunariz. Ozverili katkilariniz, bu saymm akademik
niteligini sekillendirmede biiyiik rol oynamustir. Bu sayida yer alan ¢alismalarm bilim diinyasina
degerli katkilar saglayacagina yiirekten inantyoruz. Ayrica, okuyucularimiza ve takipgilerimize uzun
yillardir siiregelen destek ve ilgileri i¢in goniilden tesekkiir ederiz. Bu saymin hem akademik g¢evrelere
hem de uygulayicilara ilham verici ve aydinlatici olmasini diliyoruz.

Dr. Emre ATSAN
Yayin Kurulu Bagkan Yardimcisi
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Abstract

International student mobility is gaining importance due to globalisation and the expansion of
cultural and academic interactions between countries. Tiirkiye has drawn considerable attention from
international students in recent years, ranking among the top 10 countries globally in terms of the
number of international students it hosts. This study examines the challenges faced by international
students studying in Tiirkiye and the socioeconomic push-pull factors that influence their educational
choices. The research employed a qualitative approach using semi-structured interviews. International
students studying at universities in Eskisehir were selected through snowball sampling, and interviews
were conducted using a semi-structured interview form. The results revealed that international students
encounter challenges such as discrimination, language learning difficulties, and cultural adaptation
issues in Tiirkiye.

Keywords :International Student, Mobility, Education, Socioeconomic Factors,
Adaptation.
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Uluslararas1 6grenci hareketleri, kiiresellesmenin etkiyle giderek 6nem kazanmakta ve iilkeler
arasindaki kiiltiirel ve akademik etkilesimi arttirmaktadir. Son dénemlerde uluslararasi 6grencilerin
dikkatini c¢eken Tiirkiye, barindirdigi uluslararasi 6grenci sayisiyla diinyada ilk 10’a girmeyi
basarmigtir. Bu caligmanin amaci, Tiirkiye’de egitim goren uluslararasi 6grencilerin karsilastiklari
sorunlar1 ve egitim tercihlerini sekillendiren sosyo-ekonomik itici-gekici faktorleri incelemektir.
Caligma, nitel aragtirma yontemlerinden yar1 yapilandirilmig miilakat teknigiyle yapilmustir.
Eskisehir’deki tiniversitelerde 6grenim goren uluslararasi 6grenciler, kartopu 6rnekleme yontemi ile
secilmis ve goriismeler yar1 yapilandirilmig goriisme formu kullanilarak yapilmistir. Elde edilen

sonuglara gore, uluslararasi 6grencilerin Tirkiye’de ayrimeilik, dil 6grenme zorluklar ve kiiltiirel
adaptasyon gibi sorunlarla karsilastiklar1 belirlenmistir.
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Adaptasyon.

1. Introduction

Migration has historically shaped the economic, cultural, and social dynamics of
many societies. From the conceptual aspect, migration refers to people leaving the regions
where they were born to become residents of other areas, with millions seeking better
opportunities in different countries. For example, as stated in a report by Gallup Research
Company, approximately 750 million people worldwide are estimated to be willing to
migrate to regions with better conditions (Gallup, 2018). A significant portion of these
individuals (23%) prefer the United States of America, with others preferring the United
Kingdom, United Arab Emirates, Germany, Spain, Italy, and other European Union
countries (Ratha et al., 2022: 35; Nghia, 2019: 759). Although not all aspiring migrants can
fulfil their desires, many begin their journeys to achieve their dreams. The World Bank’s
2023 report indicates that approximately 184 million people worldwide, including
approximately 37 million refugees, migrate for better economic opportunities or are
displaced due to socio-political reasons (World Bank, 2023). The primary reasons for
migration include economic issues, natural disasters, sociopolitical factors, demographic
growth, educational opportunities, and conflicts. Although migration generally manifests in
various forms, educational migration has gained significant importance in the modern era.
In particular, international student mobility (ISM) is a key phenomenon, emphasising the
academic aspect of migration while fostering knowledge, cultural exchange, and economic
contributions across borders. Furthermore, large-scale migration is not limited solely to
economic and sociopolitical reasons; educational migration has become a significant driver
of global movement. In addition, the opportunities presented by globalisation have made
international student mobility (ISM) one of the most prominent indicators of educational and
cultural exchanges between countries. Millions of students crossing national borders to
pursue education not only improve their academic knowledge and skills but also expand the
sociocultural diversity of the host countries (Lipura & Collins, 2020: 343). This is not a one-
sided endeavour; institutions and states that aim to benefit financially from the widespread
mobility of international students show interest in them.

It is essential to distinguish between the concepts of mobility and migration to gain a
better understanding of this subject. The concepts of mobility and migration, which lay the
foundation of this study, are often used interchangeably in the literature (Anderson &
Blinder, 2024: 2; Kajsa, 2019: 27). The concept of mobility, as used in the literature, refers
to short-term spatial relocations, whereas migration means longer-term or permanent
relocations (Castles, 2010: 1566-1567). However, as can be seen in King's (2002: 90)
statement, ‘“never-straightforward boundary between migration and mobility,” it is
complicated to make distinct separations between these two concepts. Nonetheless, the term
“mobility” is predominantly preferred in studies on student movements (Carbajal & Calvo,
2021: 418; Castles, 2010: 1567). The primary reason for this preference is the constantly
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changing factors (job opportunities, lifestyle, welfare, etc.) that influence whether a student
will remain in the host country after completing their education (Alberts, 2017: 36; Cheung
& Xu, 2014: 212; Murphy-Lejeune, 2002: 2; Nghia, 2019: 760). Moreover, similar to the
conceptual discussions on migration and mobility, a distinction should also be made between
international students and those from other countries. For instance, as emphasised by OECD
(2011: 65), international and international students are examined in two categories.
UNESCO and OECD define international students as those who leave their countries to enrol
in higher education, whereas international students are not citizens of the country in which
they reside, either having long-term residence or being born there. Therefore, international
students and those who have migrated alone or with their families for reasons such as work,
asylum, war, and other similar reasons, as well as those born in the host country (UNESCO,
2018: 97; Kyei, 2021: 299). For all these reasons, this study prefers the term “mobility” over
“migration” to emphasise the change of countries by international students for educational
purposes.

There are numerous studies on ISM in the international literature, making the topic
rich in resources (Alberts, 2017; Brooks & Waters, 2011; De Haas et al., 2020; Kajsa, 2019;
King, 2002; Lomer, 2018; Nghia, 2019; Tarc, 2019). Many studies on ISM are shaped within
the framework of micro approaches. From a macro perspective, it can be stated that host
countries strive to develop policies and create socioeconomic environments that enhance the
internationalisation of their education systems and attract high-quality ISM (Bohm et al.,
2004: 12; Knight, 2004: 8; Kondakci, 2011: 576; Qiang, 2003: 248-249; Tarc, 2019: 716).
Examining these studies, the factors that attract or deter students from studying abroad are
generally discussed, along with the willingness of countries to develop their student policies
and implement innovations within their education systems to attract high-quality
international students (1S). Therefore, host countries develop policies to increase the number
of successful international students by establishing research funds and fostering cooperation
among educational institutions (Fakunle, 2021: 674). Furthermore, international students
contribute to the sociocultural structure of the host region by developing significant ties with
local people. Thus, the international mobility of educated human capital tends to move from
less developed or developing regions to developed ones (Beine et al., 2001: 276; Docquier
& Rapoport, 2011: 682-683; Rasamoelison et al., 2021: 3913). Developed countries aiming
to enhance their educated human capital are enacting numerous social and economic
regulations related to international students to attract high-quality students. In this regard,
significant educational and life opportunities in developed countries become pretty
appealing to students who compare their domestic opportunities with those of other nations.
Developed countries receiving migrants significantly enhance their global competitiveness
by facilitating the acceptance of international students (Yildirim et al., 2021: 109). Besides
macro factors, the micro approach views international students as consumers who migrate
to create new job opportunities and develop their academic skills (Lomer, 2018: 11). Micro-
level studies on ISM often focus on “attractive” (Findlay et al., 2011: 124; Mazzarol &
Soutar, 2002: 83-84), “motivational” (Brooks & Everett, 2009: 334; Zhou, 2015: 7), and
“determinant” factors to understand why and where international students are willing to
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study (Gonzalez et al., 2011: 123; King & Raghuram, 2013: 127). The factors are divided
into three parts in the micro model to better capture the complexity of international student
experiences. The micro model is also categorised in this way to reveal the interactions
between students’ desires, motivations, and the contextual realities of their chosen
destinations. Ultimately, such a distinction helps to understand how different elements shape
students’ decisions about international education (Gonzalez et al., 2011: 123; King &
Raghuram, 2013: 127). In addition to students’ desires and aspirations, the living standards
of the destination country can also be considered a micro factor. These factors generally
reflect students’ psychological and socioeconomic desires (Lipura & Collins, 2020: 345). In
this respect, the micro approach examines students’ migration motivations at more socio-
psychological levels. This approach evaluates the push and pull factors that encourage
students to pursue education abroad, taking into account each student’s individual
preferences and needs. For instance, a student’s motivation to study abroad might be driven
by the desire to attend a high-quality university, whereas another student might prioritise the
aspiration to live in a country with better living standards. Research on the micro approach
often highlights students’ deprivation of educational opportunities in their home countries
and their desire to attend a high-quality university (Fakunle, 2021: 674; Bohm et al., 2004:
12).

Recent studies showed that international student mobility toward developed countries
has been rapidly increasing due to factors such as job opportunities, high quality of life,
continuing education, wars, and religious and political conflicts (Carbajal & Calvo, 2021:
419; Khalid & Urbanski, 2021: 244; Zanabazar et al., 2021: 8). Even though the number of
international students studying in different countries was approximately two million in 2000,
this number reached six million as of the year 2019 (Fidler et al., 2023: 353). From a
proportional perspective, the number of international students enrolled in higher education
increased by 152% between 1998 and 2019 (Weber & Van Mol, 2023: 1). Additionally, as
indicated in OECD data, the number of international students in higher education reached a
record high in 2021. In 2021, more than 4.3 million international students were studying in
OECD countries, with the majority coming from China and India. According to the OECD,
“Most international students in OECD countries come from Asia. In 2021, nearly 60% of
international students in the OECD came from Asia, mostly from China and India.
Compared to 2014, the share of international students from Asia has increased, while the
share from Europe has decreased. This increase was particularly strong in the European
OECD countries, where the share of Asian students increased from 30% to 36%.” (OECD,
2023: 34). This increase in international student mobility is closely related to the frequently
discussed topic of internationalising higher education. This phenomenon is primarily
attributed to the rise of the middle class and increased mobility opportunities in developing
countries, including high-population countries like China and India (Geiger & Pécoud, 2013:
3; Weber & Van Mol, 2023: 2). Developed countries, on the other hand, place great
importance on increasing the number of international students to meet labour force needs
and sustain economic development in the face of ageing populations (Bryla, 2018: 2-3;
Tremblay, 2005: 3). From this perspective, international students are considered ideal
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immigrants for developed countries thanks to their young age, entrepreneurship, skills, and
language abilities (Scott et al., 2015: 2). The relationship between migration and education
draws the attention of universities, governments, and researchers, who see creating attractive
educational opportunities as crucial (Bohm et al., 2004: 11; Brooks & Waters, 2011: 18;
King & Sondhi, 2017: 95; Lomer, 2018: 13).

The United States of America, Germany, and the United Kingdom are among the
most prosperous countries in establishing funds and encouraging students to increase their
ISM. For example, in 2020, 80% of international students coming to the United Kingdom
from less developed and developing countries were from non-EU countries (Fidler et al.,
2023: 354). The number of international students choosing the United States of America
increased from 842,384 in 2014 to approximately 1,057,188 in the 2022/23 academic year
(Statista, 2024). Similarly, the number of international students in the United Kingdom also
increased from 428,724 in 2014 to 679,970 in the 2021/22 academic year (Cuibus & Walsh,
2022). Between 2019/20 and 2022/23, the number of international students studying abroad
in Germany increased by 11.3%, from 411,601 to 458,210 students (Erudera, 2024). Despite
being primarily a student-sending country, according to UNESCO data, approximately
51,146 Turkish students were studying abroad as of 2023. This number has been consistent
in recent years, reflecting Tiirkiye’s growing trend of sending students overseas for higher
education. In addition to this information, Tiirkiye has recently risen to 10" place among
countries receiving international students (UNESCO, 2023). The number of international
students choosing Tiirkiye increased from 48,183 in 2014 to 336,366 in 2023 (YOK, 2023).

2. Problems Encountered: Socioeconomic Push and Pull Factors

The significant increase in ISM worldwide has led to students facing specific
challenges. Studies in this area identified numerous issues such as language learning
difficulties, cultural adaptation, academic achievement, feelings of loneliness,
discrimination, and relationships with the local population (Bohon et al., 2005: 45; Yeh &
Inose, 2002: 70; Yilmazel & Atay, 2022: 2). Even though various assumptions were
proposed to analyse these problems, the push and pull models are the most used in the
literature. The push and pull model aims to explain the primary reason for the formation of
ISM using the labour market example (Todaro & Maruszko, 1987: 113). Push factors
affecting students’ mobility decisions argue that ISM cannot be reduced to students’
psychological preferences. Instead, it is necessary to focus on students’ socioeconomic status
and the political conditions of their country. For instance, Findlay (2011: 183) notes that
universities in the United Kingdom offer significant opportunities through their active
recruitment policies, which generate financial returns from international students through
accommodation and tuition fees (Van Mol & Timmerman, 2014: 466). When considering
the pull factors, job opportunities, housing conditions, and high welfare levels in the
destination country play important roles in driving student mobility. In addition,
sociopolitical factors such as quality healthcare services and ease of cultural adaptation
influence students’ preferences (Carbajal & Calvo, 2021: 422; Khalid & Urbanski, 2021:
250).
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Several theories have been developed to explain the push and pull factors that
contribute to ISM. Human capital theory provides a significant framework for understanding
the relationship between education and economic development. Human capital theory
(HCT) assumes that education improves individuals’ productivity skills and capacities
(Bahat & Karakiitiik, 2024: 132). HCT states that education, as an investment in individuals,
contributes to the cognitive stock level of productive human capacity, thereby increasing
work efficiency (Almendarez, 2013: 21-22). For instance, Psacharopoulos & Woodhall
(1997) consider quality education as an investment in human capital, highlighting that
providing quality education to individuals yields stronger outcomes than physical
investments. Similarly, Becker (2009) asserts that improving human capital is crucial in
safeguarding a nation’s economic interests. From these perspectives, the core argument
underpinning HCT is that individuals’ learning capacities are more valuable than other
resources involved in producing goods and services. When human resources are utilised
effectively, the resulting outcomes are highly productive for individuals, institutions, and
society (Schultz, 1961: 1-2). For example, Becker (1992: 85), a key advocate of the theory,
emphasises the multifaceted educational dimension of human capital, stressing the societal
benefits of education in his statement, “Schooling, a computer training course, expenditures
on medical care, lectures on the virtues of punctuality and honesty are capital too, in the
sense that they improve health, raise earnings, or add to a person’s appreciation of
literature over much of his or her lifetime.” Therefore, higher education is a deliberate
investment that prepares individuals for the workforce, enhances productivity, and supports
international growth and development. Psacharopoulos (2008: 446) emphasises the
significance of human capital in yielding important macroeconomic, political, and cultural
outcomes and highlights its positive implications at the micro level by demonstrating how
individuals’ educational levels affect their income. Furthermore, Psacharopoulos (2008:
446) suggests that educational investments produce higher returns, particularly in low- and
middle-income countries. In this context, improving the quality of education and fostering
multicultural education systems contribute to accelerated economic growth and enhanced
social welfare (Aksoy et al., 2011: 69-70; Ozsoy, 2016: 165). With the internationalisation
of education, the mobility of students between countries is increasing, thereby accelerating
the acquisition of international economic, cultural, political, and communicative capital.
International students learn foreign languages, acquire cultural knowledge, and develop the
ability to adapt to the norms of their host countries, thereby sustaining intercultural
communication. Moreover, they seek knowledge about foreign labour markets, institutions,
and legal systems to strengthen their capital (Gerhards & Hans, 2013: 100). International
student mobility can also be considered a means of investing in human capital.
Consequently, perceiving education and living abroad as investment tools, they are
motivated to pursue education in regions with high levels of human capital. In this context,
international students aim to move to places where they can achieve higher returns through
the capital they gain via education (Van Weber & Von Mol, 2023: 3).

Besides human capital theory, the migration transition theory is the most frequently
cited in ISM. This theory, similar to the human capital theory, posits a direct relationship
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between economic development and migration, claiming that countries attract migration
based on their level of development (de Haas, 2021: 2; Skeldon, 2012: 155; Zelinsky, 1971:
221). As stated by de Haas (2021: 24) and Carling & Schewel (2018: 945), individuals
aspiring to migrate to developed countries must enhance their social, economic, and cultural
capital to overcome migration barriers. This theory emphasises micro-level reasons beyond
macro frameworks, arguing that students’ desires for an ideal lifestyle and plans increase
their aspirations to study in developed countries (De Haas et al., 2020: 62). Additionally, as
the welfare levels in underdeveloped and developing countries rise, so does the awareness
of opportunities and conditions in developed countries, thus positively influencing
individuals’ desires to migrate. Considering the assumptions of push and pull factors,
international students perceive studying in developed countries as a window of opportunity
(De Haas et al., 2020: 62). Furthermore, Weber and Van Mol (2023: 3) highlight that
developed countries also seek to attract international students who are pursuing career
advancement and quality education. This approach suggests that the increase in welfare
levels in underdeveloped and developing countries concurrently raises the educational
aspirations of individuals of higher education age, thereby accelerating student mobility to
developed countries. The recent rapid increase in ISM also impacts developed countries.
Countries aiming to attract quality international students strive to become centres of
attraction by creating new educational policies to compete in the knowledge economy
(Khadria, 2009: 107; Raghuram, 2013: 138; Ziguras & Law, 2005: 60).

The push model frequently addresses why students do not pursue education in their
home country. This model assumes that factors such as religious intolerance, terrorism, war,
inadequate legal systems, unequal opportunities, and poor job prospects in their home
countries compel students to seek education abroad (Parkins, 2010: 7). In this context,
several studies emphasised unemployment as the most significant push factor. As Ibrahim
et al. (2019: 1909-1910) stated, the excessive population growth in underdeveloped and
developing countries triggers unemployment, pushing students to seek education abroad.
Similarly, LIull (2014: 26) found that students, driven by poor living conditions and limited
job opportunities in their home countries, pursue education in developed countries to
improve their living standards and those of their families. Urbanski (2022: 13) noted that
health, housing, and nutrition problems, as well as natural disasters, also drive students to
migrate to other countries. Furthermore, studies argue that educational inequalities,
deficiencies in the legal system, and religious reasons drive student mobility (Doerschler,
2006: 1113-1114. These studies suggest that international students seek education in
developed countries to enhance their earnings and improve economic conditions.

In conclusion, the notion that the problems students face in both their home countries
and host countries are related to push and pull factors is also debated in the literature. In the
push-pull model, it is assumed that students make decisions regarding educational mobility
in three stages, influenced by these factors (Mazzarol & Soutar, 2002: 82-85). First, students
consider the educational opportunities, special conditions, and problems they encounter in
their home country. Considering their evaluations, they move to countries where they
perceive the pull factors more favourably (Ahmad & Buchanan, 2016: 175). In the second
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stage, students evaluate the sociopolitical image of the host country. From this perspective,
the country with the most attractive pull factors is considered the best place to study (Ahmad
& Buchanan, 2016: 175; Eder et al., 2010: 233). Here, criteria such as the host country’s
living standards, costs, safety, political stability, technological facilities, and cultural
characteristics are significant. The third and final stage involves deciding which university
to attend. Students evaluate factors such as the quality of the university, post-graduation job
opportunities, variety of courses, educational programs, and information technologies. This
stage is often referred to as “academic pull factors” (Balaz & Williams, 2004: 217; Lipura
& Collins, 2020: 345; Mazzarol & Soutar, 2002: 83). Although high living standards and
good job opportunities in the desired study countries are seen as important pull factors, visa
ease, travel, and accommodation costs are significant barriers students face. For example,
universities demanding high tuition fees are considered non-economical by students.
Moreover, Wilkins et al. (2013: 136) and Naidoo (2007: 287) found that education costs
play a significant role in students’ choice of study destination.

There is a considerable body of research on ISM in Tirkiye. These studies
predominantly focus on topics such as the internationalisation of higher education, students’
academic experiences, economic and social dimensions, employment, competitiveness,
public and education policy, adaptation, and migration (Yal¢inkaya & Besirli, 2022; Metin,
2022; Kethiida, 2015; Topal & Tauscher, 2020; Levent & Karaevli, 2013; Bas & Eti, 2020;
Akgiil, 2019; Metin & Seving, 2024; Goniiltag et al., 2023). In the study conducted by
Yalginkaya and Besirli (2022), it was found that countries adopting an outward-facing
education model experience a faster internationalisation process in higher education,
resulting in increased student flows to these countries. Furthermore, one of the significant
results of this study is that Tiirkiye, due to its geographical location, attracts a substantial
number of international students from neighbouring regions. Similarly, Metin (2022)
emphasises the existence of intense student mobility towards countries that rapidly
internationalise their higher education systems, noting that well-educated students in
Tirkiye increasingly prefer to stay in the countries they move to due to better employment
opportunities and favourable immigration policies. Kethiida (2015) argues, on the other
hand, that international students choose Tiirkiye to receive higher-quality education, but they
face significant dissatisfaction. Additionally, this study found that due to the high-risk
perception of the service sectors in Tiirkiye, students negatively influence others' decisions
to consider studying in the country. Topak & Tauscher (2020) claim that, in addition to
historical, linguistic, and cultural factors, Tiirkiye’s geographical location plays a significant
role in students’ decisions to choose the country for their education. Levent and Karaevli
(2013) revealed in their study that economically strong countries are the most preferred
destinations for education as students seek better living standards. They recommend
increasing employment opportunities and implementing international structural changes in
education in Tirkiye. Similarly, Bas and Eti (2020) emphasise the need to enhance
employment opportunities and enforce anti-discrimination policies. A significant result
achieved in this study is that the discrimination experienced by students from Africa creates
pressure on their decision to study in Tiirkiye, highlighting the need for policies that enhance
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cultural integration. Akgiil (2019) primarily focuses on employment, emphasising that
international students are often employed informally in Tiirkiye. Furthermore, it is noted that
when these students return to their home countries, they are more inclined to engage in trade
with Tirkiye. Metin & Seving (2024) reached similar conclusions as the studies above,
asserting that internationalisation policies have increased student mobility. Another key
result of this study is that students contribute to the national income of the countries where
they study while also playing a significant role in human capital development. Finally, in a
study conducted by Goniiltas et al. (2023), the challenges faced by students in Tiirkiye were
evaluated, with the first being communication issues with locals due to limited proficiency
in the Turkish language. Additionally, it was found that students struggle with adaptation
due to cultural differences and lifestyle variations in Tirkiye. Similarly, studies show that
European students face similar problems to those in Tiirkiye (Arnot & Pinson, 2015;
Dryden-Peterson, 2016; Jeffery & Murison, 2011). The results obtained from these studies
indicate that international students face numerous challenges, including language barriers,
cultural adaptation difficulties, housing issues, visa complications, inadequate guidance,
discrimination, ineffective teaching methods, loneliness, and strained relationships with
others. For instance, in a study carried out by Hari et al. (2023), it was determined that
international students receiving education in Canada faced discrimination because of their
ethnic origins. These issues prompt students to reassess the critical socioeconomic factors
that influence their mobility to desired study destinations. Although pull factors, such as job
opportunities and good living conditions, have been widely discussed in studies, micro-level
reasons have also been found to influence students’ location preferences significantly. In
this context, this study aims to examine the problems faced by international students
studying in Tirkiye and the socioeconomic push-pull factors influencing their educational
choices.

3. Methodology
3.1. Research Model

The qualitative research method was employed in this study to understand and
explain the perceptions underlying students' daily life experiences, the problems they
encounter during their education in Tirkiye, the push-pull factors that influence their
decision to choose Tiirkiye, and their mobility decisions. The interview technique, a
qualitative research method, was employed in this study because it focuses on developing
an in-depth understanding and allows participants to share their experiences interactively.
The qualitative research method was employed in this study to understand and explain the
perceptions underlying students' daily life experiences, the problems they encounter during
their education in Tiirkiye, the push-pull factors that influence their decision to choose
Tiirkiye, and their mobility decisions. The interview technique, a qualitative research
method, was employed in this study due to its focus on developing an in-depth understanding
and allowing participants to share their experiences interactively (Creswell, 2013: 77;
Neuman, 2022: 319). This study is based on the push-pull factors influencing international
students’ decisions to study in Tiirkiye and the problems they encounter, drawing on
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previous studies on the ISM. Moreover, the sub-themes of language learning, the quality of
the Turkish education system, experiences of discrimination, cultural adaptation, plans,
desires to work or study in developed countries, free education, and Tiirkiye’s geographical
proximity to the European Union are examined to determine their influence on students’
preference for Tirkiye. The distinctive features of this study are its use of a
phenomenological design and the in-depth focus this design offers on the experiences of
international students in the city of Eskisehir, Tiirkiye. Furthermore, while other studies
predominantly adopt quantitative methods to analyse the current situation, this study
employs interview techniques to explore socioeconomic factors that push or pull students
toward pursuing education in Tirkiye based on the student’s perceptions. In this study,
following a literature review and analysis of official statistical data, the semi-structured
interview technique, a qualitative research method, was selected to understand the problems
faced by international students enrolled in universities in Eskisehir, Tiirkiye and their
reasons for choosing Tirkiye as a study destination. This study aims to analyse the
discussions in the literature on ISM, reveal the connections between frequently used
perspectives, and provide a resource for future research. In the international literature, the
mobility of international students to Western countries, characterised by high human capital,
living standards, and job opportunities, is often discussed.

The primary research question of the present study is: What problems do international
students encounter during their education process in Tirkiye, and what push-pull factors
motivate them to study in the country? Therefore, this study's phenomenological design was
chosen for data interpretation, which aims to reveal students’ views on the situations
expressed in the research problem. This choice is made because it allows delving into the
essence of students’ views and experiences, facilitating a better understanding of the subject.
As stated by Merriam (2009: 23), phenomenological design is effective in studies that
employ in-depth interview techniques and is suitable for examining intense human
perceptions and emotions. Furthermore, the phenomenological design enables an in-depth
examination and interpretation of international students’ experiences, as well as the
revelation of their understanding and beliefs about various events or subjects (Creswell,
2013: 77-81).

In 2024, the number of international students studying in Eskigehir was 14,223 at
Anadolu University, 1,642 at Eskisehir Osmangazi University, and 416 at Eskigehir
Technical University (YOK, 2023). The primary reason for selecting Eskisehir in this
research is that it hosts three universities. Additionally, these universities have many
international students. Lastly, Eskisehir embodies both the traditional and modern
characteristics of Tiirkiye, providing a suitable environment for examining adaptation
processes to cultural differences. Participants were primarily selected from students studying
at the Faculty of Theology at Eskisehir Osmangazi University through their social groups.
The student selection process began with international students studying at the Faculty of
Theology, as they are very active in student social media groups within their own countries,
allowing the researcher to reach other students more efficiently. An effort was made to
balance the distribution of students’ genders and countries of origin as much as possible.
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Some students declined to participate in the interviews due to unspecified sensitivities.
However, interview forms outlining the researcher's intent were distributed to gain sufficient
participants and trust. Snowball sampling was employed to select participants for this study,
with strategies developed to ensure an adequate number of participants. Snowball sampling,
also known as chain-referral sampling, is a sampling method that facilitates the identification
of study participants. It is often preferred when a sufficient number cannot be obtained
through purposive or random sampling (Biernacki & Waldorf, 1981: 141; Kennedy-Shaffer
etal., 2021: 1919).

3.2. Validity and Reliability

There are many methods to ensure validity and reliability in qualitative research. The
researcher must detail the data collection process, procedures, and how the conclusions were
reached to support the study’s reliability. In addition to obtaining at least verbal consent
from participants, having the interview questions reviewed and commented on by two
experts in the field also increases the study’s reliability (Kuckartz, 2014: 160). In this study,
to ensure reliability, face-to-face pilot interviews were conducted with five international
students studying in Eskisehir before selecting the research samples to formulate the sub-
questions. Due to language barriers, two of these interviews were conducted in English.
These interviews lasted approximately 12 hours, and the data were transcribed due to the
students’ sensitivities. Using multiple languages allowed students to elaborate on their
thoughts. Pilot interviews are crucial for clarifying issues and addressing future
considerations (Kim, 2010: 191). After the pilot interviews, transcripts were provided to
participants for verification, further supporting reliability. This step is recommended by
Lincoln and Guba (1985: 438-439) and Cresswell and Miller (2000: 125-126) to increase a
study’s reliability and validity. This approach encourages participants' voices to be heard in
qualitative research and promotes a participant-centred perspective. Participant feedback
provides an opportunity to correct misunderstandings and fill in missing information,
thereby enhancing the realism and reliability of the research results (Merriam & Tisdell,
2016: 246).

3.3. Developing Data Collection Tool and Collecting Data

A semi-structured interview form was used for data collection in the research process.
The primary reason for using this form is that semi-structured interview questions provide
in-depth data on the topics being analysed (Mason, 2002: 73; DiCicco-Bloom & Crabtree,
2006: 40). However, aspects such as preparing research questions, reaching participants,
ensuring participants understand the questions correctly, and transcribing interviews are
crucial factors to consider in semi-structured interviews (Neuman, 2022: 441-453). The data
collection was conducted with international students studying at three universities in
Eskisehir: Eskisehir Osmangazi University (n = 25), Anadolu University (n = 20), and
Eskisehir Technical University (n= 12). Each interview lasted approximately one hour, with
the participants' permission obtained. However, the study's limitations include students’
sensitivities about being recorded, deficiencies in Turkish language skills, cultural
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differences, and difficulties with self-expression. The information recorded during the
interviews was analysed using thematic analysis, with the data being transcribed and the
resulting codes categorised. After categorisation, themes were created using a thematic
approach that facilitates the revelation of interpretative and descriptive meanings (Xu &
Zammit, 2020: 2). Determining the number of participants in qualitative research is
challenging (Braun & Clarke, 2006: 81-82). The themes derived from the research questions
were adapted according to the information provided by participants. Data from all interviews
(n = 57) were coded until saturation, adapting to the information provided by the
participants. Maxqgda 2024 was used for transcribing, coding, and creating themes from the
interviews.

Table 1 below categorises the push and pull factors influencing international
students’ decisions to study in Tiirkiye, their challenges, and the data collected from their
daily life experiences into themes and subthemes.

Table: 1
Subthemes and Themes
Problems and Everyday Life Driving Socioeconomic Factors on the | Attractive Socioeconomic Factors on the Education
Themes - e 1
Experiences in Tiirkiye Education Path Path
Sub Themes
1| Ethnic Discrimination War The Quality _o_f Turkish Universities and its Impact
on the Transition to Europe
The Sub-theme of Quality of Scholarship Opportunities
2. | Language Issues Education Cultural and Religious Affinity
3. | Adaptation to Local Culture Inequality of Opportunity and Costs Geographical Proximity to Europe
4. | Education System Job Opportunities Job Opportunities

Table 2 presents the demographic characteristics of the participating students, with
their names coded using nicknames.

Table: 2
Information about International Students
Variable Demographics n %
Gender Male 27 | 47.37
Female 30 | 52.63
18-22 28 | 49.12
Age 23-25 22| 38.60
26+ 7 11228
Sudan/Irag/Palestine 12 | 21.05
Greece/Yemen/Egypt/Kazakhstan 12 | 21.05
Country Iran/Georgia/France/Ethiopia/Indonesia/Afghanistan 12 1 21.05

Jordan/Uzbekistan/Chad/Zambia/Tanzania/Serbia/Saudi Arabia/Syria/Somalia/Russia/Papua New Guinea/Nigeria/

Nepal/Mauritania/Macedonia/Kyrgyzstan/Gambia/Morocco/Burkina Faso/Bosnia-Herzegovina/Azerbaijan 21| 3158

Bachelor’s 42 | 73.68
Education Level | Postgraduate 13| 22.81

Associate 2 | 351

Medicine/Divinity 10 | 17.54

International Relations/Business Administration/Electrical and Electronics Engineering 9 | 15.79

Biology/English Teaching/Pharmacy/Architecture/Medical Laboratory Techniques/Tourism Management/Political 16 | 28.07

Science/Economics )
Programs Computer Engineering/Chemistry/Primary School Teaching/Industrial Engineering/Dentistry/Midwifery/Finance/

Chemical Engineering/Civil Engineering/Gastronomy/Psychological Counselling and Guidance/Mechanical

Engineering/English Language and Literature/Turkish Language and Literature/Finance/ Law/Control and 23 | 40.35

Automation Engineering/Pre-school Teaching/Public Relations/Mechanical Engineering/Journalism/Environmental

Engineering
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In conclusion, a total of 57 international students participated in this study. To
enhance the students' confidentiality and the reliability of the research, nicknames were
assigned to the participants. Initially, demographic information about the students was
collected through a form provided before the interviews (see Table 2). The present study
involved 27 female and 30 male participants. Moreover, 28 participants were between the
ages of 18 and 22, 22 were between the ages of 23 and 25, and 7 were 26 and older. Their
countries evenly distribute the number of students, as shown in Table 2. For example, the
total number of students from Sudan, Yemen, and Palestine is 12, with each country
represented by four students in the table. A similar arrangement has been made for other
countries to enhance the table’s overall appearance. Additionally, the students' educational
levels are provided sequentially in the table. Finally, in Table 2, students are categorised by
the programs they are enrolled in and distributed equally among each country. For instance,
the students enrolled in the faculties of Medicine and Theology consist of 10 individuals,
with five students from each faculty. This arrangement was preferred to maintain the visual
coherence of the table. Each student took approximately three minutes to answer the
demographic questions, which required simple responses.

4, Results

Three main themes were identified in this study. The first theme addresses the
problems encountered and daily life experiences in Tiirkiye. The second theme, push factors
in the education path, examines the reasons that compel students to study in Tiirkiye due to
socio-economic, political, and educational issues in their home countries. Lastly, the third
theme, pull factors in the education path, explores the factors that attract students to study in
Tirkiye. Additionally, the students' responses were not altered, and their answers were
presented as they were, without correction for any language errors. When interpreting the
interviews, nicknames, gender (“M” for male and “F” for female), age, education level (“B”
for Bachelor’s, “M” for Master’s, and “A” for Associate’s), the students’ countries, and the
departments they study in were indicated in parentheses at the end of each sentence.

4.1. Problems and Everyday Life Experiences in Tiirkiye

First, examining the sub-theme of ethnic discrimination, it can be seen that some
international students who come from countries with distinct cultures and religious
backgrounds experience significant challenges in culturally adapting to life in Tirkiye.
Among these challenges, the primary issue is being marginalised due to racial differences.
Upon arriving in Eskigehir, students faced discrimination and tried to overcome these
difficulties by gradually adapting to Turkish culture. Some students attribute this
discrimination to the information Turkish citizens acquire from social media.

“Unfortunately, we occasionally encounter such unpleasant incidents, especially
among Arabic students. There are many prejudiced people among the Turks who see
fake news on social media and act accordingly. However, many students, including
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foreigners, help them, so I don’t take this issue too seriously (Mohammed Farac, M,
22, B, Palestine, Medicine). ”

“We generally face it. Due to the news on social media, a great prejudice has formed
against all of us. Recently, while travelling by tram, a woman looked badly at a child
without a coat and said, ‘Look at him, wandering around like Syrians.” The child
wasn’t Syrian, but it was very clear that she despised and disliked Syrians, as
evidenced by her comparison (Sundar, F, 23, B, Syria, Pharmacy). ”

Most of the students in the sample are from Africa, the Middle East, and Asia.
Therefore, Arabic is the official language in most of these countries. The study's results on
ethnic discrimination align with the issues students face, as reported by Bas and Eti (2020).
In their research, Bas & Eti (2020) found that African-origin students experienced exclusion
due to their language and skin colour. However, this study did not find any evidence
regarding skin colour; instead, it was observed that students faced discrimination due to the
language they used.

Examining the sub-theme of language issues, students encounter many problems
because they use their local language in public transportation. For example, students coming
from African countries and those whose native language is Arabic are particularly reactive
and face the most discrimination. Arabic-speaking students frequently reported being
mistaken for Syrians and consequently facing backlash. In addition to social media,
international students believe that Turkish families instil negative perceptions and feelings
toward Arab ethnicity in their children during their upbringing. Additionally, African
students claim that they are marginalised due to speaking Arabic. Therefore, students believe
that Arabic-speaking students in Tiirkiye are perceived as Syrians.

“Yes, | have often seen them look at me strangely because 1 am a foreigner.
Especially once, they thought | was Syrian because | spoke Arabic, and they started
to insult me (Hamadi, M, 25, B, Egypt, Pharmacy).”

“For example, when | first arrived in 2019, even if you sat in a seat where two people
were sitting on the bus, no one would sit in the seat next to us (Abdulrezzak, M, 24,
B, Tanzania, Electrical and Electronics Engineering).”

“Yes, | encountered it very often. | lived in Tiirkiye for six years and faced racism
because of my colour or language. In some places, | was expelled for speaking
Arabic, and many times, | experienced being called ‘black woman’ instead of being
addressed as ‘miss’ or ‘please’ when they forgot my name. There were many
instances where | was asked to leave my seat on public transportation (Fatima, F,
23, B, Mauritania, Chemistry).”

“Turks are brought up with the education from their families that Arabs are like this
or like that, which is a wrong way of thinking (Kadriye, F, 23, B, Iraq, Theology).”

As shown, another cause of discrimination is related to language use. The results
obtained in this study share some similarities with those of Hari et al. (2023). Hari et al.
(2023) concluded that Asian-origin students studying in Canada during the COVID-19
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period were subjected to various forms of discrimination because of the language they used.
In addition to ethnic discrimination, Bas and Eti (2020) also found that students faced
discrimination due to their language use, which aligns with the results of this study regarding
this sub-theme.

In the sub-theme Adaptation to Local Culture, besides discrimination, another
frequent problem for students is the cultural adaptation process. However, some students
noted that identifying as “Muslim” helped them avoid issues related to cultural adaptation.
Despite claiming that they did not face religious problems in Tiirkiye due to the majority-
Muslim population, most students experienced issues with food, language, and
communication with their surroundings. As stated by the students, these problems are easily
overcome after the first year, facilitating cultural adaptation. The emphasis on the first year
originates from enrolling in preparatory classes and becoming fluent in Turkish by the end
of the year. Students who struggle to communicate with locals often cannot form a social
circle outside their group of friends from their home country. Adaptation to local food and
eating habits continues throughout the preparatory class.

“Initially, 1 encountered difficulties, but they were all due to the language barrier.
So far, | have learned how to communicate effectively with people and address
specific individuals, such as Ajna, a 25-year-old male from Bosnia and Herzegovina
who is pursuing a career in preschool teaching.”

“There are probably some differences between Georgian and Turkish nations, but it
wasn’t challenging or hard to adapt to Turkish social culture and foods (Nia, K, 25,
LU, Georgia, Tourism Management).”’

“Yeah, but not too much. Perhaps the way Turkish people live is a bit different from
that in my country. Additionally, I can say that the dorm food is very hard to adapt
to (Mohamed Murtada, E, 25, L, Sudan, Mechanical Engineering).”

Cultural adaptation is one of the challenges frequently faced by individuals who
migrate to regions with significantly different cultures from their own. The results achieved
in this study align with those reported by Bohon et al. (2005) and Yeh & Inose (2002),
indicating similar outcomes. Students often experience adaptation challenges until they
become accustomed to the culture of the locations where they pursue their education.
Similarly, a study by Goéniiltas et al. (2023) highlighted that students who initially struggle
with speaking Turkish also face adaptation issues, reaching conclusions consistent with this
study.

When the education system sub-theme is analysed, it is very difficult for students
studying in different countries to adapt to the education system of the host country they are
in. One of the most common problems students face is the difference between the education
systems in their home countries and Tirkiye. Some students believe the Turkish education
system is based on repetitive and demanding exams. Others pointed out deficiencies in
instructors’ English language skills. Additionally, students frequently emphasised the
intensity of course schedules, the strictness of instructors, and adherence to rules.
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“This place is more disciplined. In Azerbaijan, the discipline is less than here.
However, in terms of rules, for example, there are disciplinary penalties (Asile, F,
22, B, Azerbaijan, Business Administration). ”

“My worst experience was with the professors. As a foreigner, they don 't understand
you and expect a lot from us. Considering that Tiirkiye is an international city and
country, it is a significant disadvantage for professors who do not know English
(Ajna, F, 25, M, Bosnia-Herzegovina, Pre-school Teaching).”

“My education in Tiirkiye is more disciplined and stricter than in my home country.”
“However, in my home country, the education system is more flexible and offers a
wider range of elective courses, allowing me to develop my interests more freely
(Rashid, M., 20, B, Afghanistan, Economics).”

Internationalising the educational system appears to be of significant importance in
this context. Enhancing academic competencies and advancing the internationalisation of
the Turkish higher education system could provide substantial benefits in addressing these
challenges. For instance, similar to the results achieved in this study, Metin & Seving (2024)
argued for the development of educational policies targeted at international students and
emphasised that international students encounter problems with the use of English and the
suitability of the educational system during their academic journey. Fakunle (2021) also
emphasised in his study that the lack of adherence to international standards in the
educational system contributes to specific student issues, suggesting that students seek
higher education institutions to advance their development more efficiently.

Similarly, some students criticised the duration of education at Turkish universities
in the education system sub-theme. Students from Africa and the Middle East claimed that
undergraduate education in their home countries typically lasts three years. The extended
duration of schooling is troubling for students, who believe it causes financial and emotional
strain when planning for the future. Some students emphasised that the extended duration of
education results in wasted time rather than providing quality education.

“(...) The number of years required to complete a course may differ. Here in Tiirkiye,
4-year-olds are considered children, while in my country, they are considered 3 years
old. We spend more time. (Jahia, K., 20, L, Gambia, Chemical Engineering).”

In my country, | believe a university degree typically takes three years. It varies from
department to department, but it usually is three years. It seems like a waste of time
(Hanan, F, 20, B, Ethiopia, Business Administration).”

“In Burkina Faso, instead of a university entrance exam, there is a Baccalaureate
diploma. A bachelor’s degree typically takes 3 years, a master’s degree takes 2 years,
and a doctorate typically takes 3 years. Extending the duration is costly (Gahiji, M,
30, M, Burkina Faso, Biology).”

The results indicate that while some students highlighted the abundance of exams,
others claimed that instructors generally have a disciplined character. Additionally,
disciplinary penalties, instructors’ language skills, the length of education, and problems
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stemming from the rote-learning system are common issues faced by students. Furthermore,
students expressed that instructor teaching in Turkish made it difficult for them to participate
in classes and that they had to warn the instructors about this.

4.2. Driving Socioeconomic Factors on the Education Path

Sociopolitical and economic issues, as well as the inadequacy of the education system
in their home countries, force international students to seek education abroad. The sub-theme
of war constitutes an integral part of the research. Most students participating in the study
face numerous problems due to the war in their countries. For example, students from the
Middle East generally emphasised the impact of war and mentioned that they had to pursue
education in other countries due to war-related problems. Students also believe that a
peaceful and stable environment enhances educational productivity.

“Other than the war in our country, an important factor in my education in another
country (Sundar, F, 23, B, Syria, Pharmacy).”

“I never considered going abroad to a foreign country, and due to the current war, |
also cannot return to my country (Meryem, F, 29, M, Palestine, Political Science and
International Relations).”

“Yes. For example, there was a major sectarian war in Iraq where everyone killed
each other. Still, in Tiirkiye, there aren’t as many sectarian problems as possible
(Kadriye, F, 23, B, lraq, Theology).”

As observed, war is a significant phenomenon that compels students to pursue
education abroad. Like the present study, Kyei (2021) emphasises how war influences
students’ desire to seek educational opportunities abroad. For instance, due to the ongoing
war between Ukraine and Russia, the Council of Higher Education has provided specific
accommodations, such as the option for lateral transfers, for international students in Tiirkiye
(YOK, 2022).

Another factor emphasised frequently is the sub-theme of quality of education. For
instance, students who highlighted the absence of desired programs in their home countries
mainly study in engineering faculties.

“My country has no architecture education; it only offers civil engineering programs.
Tiirkiye is a developed country in architecture, and the relations between my country
and Tiirkiye are improving (Hasan, M, 22, B, Nigeria, Architecture).”

“For example, the quality of education in Saudi Arabia is quite inadequate. It is not
as high as here (Hanan, F, 20, B, Saudi Arabia, Business Administration).”
“Because | wanted to continue my education, but there is no master’s program in
Jordan for Turkish Language and Literature, | came to Tiirkiye (Runiriha, F, 29, M,
Jordan, Turkish Language and Literature).”

The cost of living has a substantial impact on students’ decisions regarding their
education. Additionally, the quality of education in the destination countries plays a crucial
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role in shaping their preferences (Van Mol & Timmerman, 2014). For example, Weber &
Van Mol (2023) assert that the quality of education in the chosen country is a key factor in
students’ choices. Similar results were observed in this study, where students who selected
Tiirkiye expressed that the quality of education here was superior to that in their home
countries. In line with the studies above, Kethiida (2015) also concluded that international
students travel to other countries to pursue higher-quality education. This study corroborates
the results reported in the studies above. However, it also diverges by identifying that
students chose Tiirkiye due to the absence of their desired field of study in their home
countries.

In the same sub-theme, inequality of opportunity and costs in students’ home
countries is also significant. Some students complained about not being accepted into the
programs they desired in their home countries and criticised their countries for this.
However, a holistic view of the interviews indicates that economic conditions largely
determine the students’ experiences of inequality. In this sense, inadequate scholarships and
high living costs in their home countries are general issues that trouble students.

“The cost of education in Tiirkiye is something | couldn’t afford compared to my own
country (Romario, M, 19, B, Egypt, Architecture).”

“Before coming here, | did some research about Tiirkiye. |1 found it somewhat
affordable financially, whereas the economic cost in my country is high (Kafele, F,
26, B, Yemen, English Teaching).”

Khalid Urbanski (2021) state that disparities in opportunities are a significant factor
compelling students to pursue education in other countries. The same study also found that
students are motivated to study abroad due to the high cost of education in their home
countries. The results of this study align with those obtained in other studies. Furthermore,
Parkins (2010) emphasises that disparities in opportunities and education costs are a push
factor, driving students to seek scholarship opportunities in other countries for their studies.

The sub-theme of job opportunities shows that one of the most motivating factors for
students is different job opportunities. The inadequacy of job opportunities in
underdeveloped or developing countries drives students to pursue education in other
countries instead of their own. Some students believe they cannot find a job in their home
country after obtaining their bachelor’s degree. A significant portion of the students who
participated in this study emphasised that job opportunities in Tiirkiye are better than in their
own country.

“There is a job problem in my own country. Now | see this place as my second home
and plan to become a Turkish citizen to find a job (Ajna, F, 25, M, Bosnia-
Herzegovina, Pre-school Teaching).”

“I want to venture into Eastern Europe. It is difficult to find a job in my country and
Tiirkiye (Abdurrahim, M, 23, B, Iran, Control and Automation Engineering).”
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“As | said, | will work wherever | find a job. It is entirely job-related; | will work
wherever | find a job, here or in Europe. For example, in Germany or elsewhere
(Secat, M, 20, B, Yemen, Industrial Engineering).”

The literature examining employment opportunities contains numerous studies. In
this regard, job opportunities constitute a prominent factor influencing student choices. For
instance, studies by Carbajal & Calvo (2021) and Khalid & Urbanski (2021) revealed that
students migrate to other countries due to job opportunities. After completing their
education, they often remain in the host countries because of the abundance of employment
prospects. Other studies have reached similar conclusions (see Llull, 2014; Levent &
Karaevli, 2013). The results achieved in this study also parallel the sub-theme results of the
studies above.

4.3. Attractive Socioeconomic Factors on the Education Path

Considering the quality of Turkish universities and their impact on the transition to
Europe, it is understood that the quality of Turkish universities and their role in facilitating
the transition to Europe are two of the most emphasised factors driving students to pursue
education in Tirkiye. The perception that Turkish universities' educational system and
structure are similar to those in Europe is a significant motivator for students to study in
Tiirkiye. For instance, some students frequently highlight the recognition of Turkish
universities in Europe, the ease of acceptance at European universities with the diplomas
they receive, and the opportunities provided by the Erasmus mobility program.

“Turkish universities are increasingly recognised in education quality, and some
institutions are globally ranked (Aman, M, 19, B, Nepal, Dentistry).”’

“Tiirkiye hosts leading universities with the highest academic quality and a wide
range of offerings. Several Turkish universities are internationally recognised as
prestigious educational institutions offering top-notch education at reasonable
tuition fees compared to similar international institutions’ costs (Hajer, M, 30, M,
Sudan, Electrical and Electronics Engineering).”

“I believe that after obtaining a diploma, it is effective in terms of its recognition by
European countries. Because many universities here are reputable and their
diplomas are recognised (Helen, F, 23, B, Greece, Theology).”

“Yes, the university ECTS system is very close to Europe, and there are a lot of
Turkish universities recognised by Europe (Mohamed Murtada, M, 25, B, Sudan,
Mechanical Engineering).”

The cost of living in various countries significantly affects students’ preferences. The
quality of education and the provision of financial resources to support student’s education
emerge as attractive factors influencing their choices. Students who perceive the cost of
living in Tirkiye as more affordable often seek ways to migrate to European countries after
completing their education. In this context, Tiirkiye serves as a transit country. For instance,
studies by Ahmad & Buchanan (2016) and Eder et al. (2010) also conclude that living costs
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impact students’ preferences. The present research shares similarities with these studies.
Moreover, regarding students who aim to use Tiirkiye as a transit route, igen et al. (2022)
suggest that international students studying in Tirkiye view the country as a bridge for
transitioning to European countries. The present study also reaches similar conclusions.

Moreover, in the scholarship sub-theme, it is found that students who want to study
in other countries research the conditions of the country they will go to when making their
choice. The first sub-theme used to identify the attractive reasons for students to study in
Tiirkiye is the scholarship opportunities provided by Tiirkiye for international students.
Students frequently mentioned scholarships during the interviews. For example, medical
students' attitudes on this issue are pretty strong due to the high cost of medical education in
Tiirkiye and their own countries. However, the scholarship category ranks second after the
sub-theme of quality university education in students’ preference for Tiirkiye.

“4 good relationship also facilitates finding scholarships, sponsors, and funding
while being here. Many different scholarships are offered to students from my country
in Tiirkiye, making it as easy as studying in other countries (Abdulrezzak, M, 24, B,
Tanzania, Electrical and Electronics Engineering).”

“The quality of education at universities comes first for me in my decision to study
here, but scholarship opportunities are also significant, along with cultural
experience and personal interests (Eleri, F, 20, B, Ethiopia, Medical Laboratory
Techniques).”

“A scholarship was necessary for my education. | earned admission here with a
100% scholarship, so it was a good opportunity for me (Zerina, F, 23, B, North
Macedonia, Psychological Counseling and Guidance).”

In a study by Atabas and Kose (2023), results similar to those reported in the present
study were reached, indicating that scholarships are a significant factor for international
students seeking education abroad. Additionally, Balaz and Williams (2004) and Lipura and
Collins (2020) highlighted the importance of scholarships in covering living expenses,
emphasising that financial support is central to international students’ preferences.

Considering the sub-theme of cultural and religious affinity, it is understood that
besides scholarships being an essential factor, students’ cultural and religious expectations
of students also motivate them to pursue education in Tiirkiye. During the interviews,
students emphasised that their families sent them to Tiirkiye for religious reasons and that
the decision was not solely theirs. Some students also stated that they chose Tiirkiye because
they believed they could practice their religious duties comfortably. For students of Turkish
descent, the situation differs as they claim to have come to Tiirkiye by emphasising ethnic
similarities.

“I came to Tirkiye because it is a Muslim country (Abdulaziz, M, 24, B, Chad,
Theology).”
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“Among the reasons for choosing Tiirkiye is the high quality of education. Another
reason is that we are Muslims, and Tiirkiye is a Muslim country, so we feel
comfortable here. We are advantaged compared to other countries; we can find a
mosque every 200 meters, and nobody interferes with our religious beliefs (Paulias
Atopare, M, 21, B, Papua New Guinea, Biology).”

“Kazakh and Turks are similar languages and peoples, so this is important (Giil, F,
18, B, Kazakhstan, Gastronomy).”

“It was a bit easier for me because my native languages are Kazakh and Uyghur.
For example, Turkish, Uyghur, and Kazakh are like each other. That’s important in
my choice (Sandina, F, 20, B, Kazakhstan, Finance).”

Although religion is essential, cultural closeness also significantly influences
students’ preferences. Cultural closeness and religious similarity are among the most
frequently emphasised situations in students’ decisions to choose Tiirkiye. One significant
result of this study is that the students claim that their cultural and religious characteristics
are similar to those in Tirkiye. In particular, students of Turkish origin stated that they
preferred to study in Tiirkiye because their language was close to Turkish. In addition,
students frequently emphasised that they wanted to study in Tiirkiye because they believed
that religious life in Tiirkiye was similar to their own country. Moreover, students who feel
culturally and religiously close to Tiirkiye have expressed their desire to pursue education
in the country for several reasons. For instance, Tirkiye’s rich cultural heritage resonates
with many students. Blending Eastern and Western cultures creates a unique environment
that attracts those interested in diverse cultural experiences. Many students share similar
cultural and religious values with Tiirkiye, fostering a sense of belonging and community.
This shared understanding enhances their motivation to study in an environment that aligns
with their beliefs. Since the historical ties between Tiirkiye and various countries create a
sense of familiarity, students often feel connected through shared history. Lastly, the
perception of Tiirkiye as a hospitable country enhances students’ willingness to study. They
believed that Turkish society's warm and welcoming nature could ease their adaptation. The
results of this study share similarities with those reported by Yal¢inkaya and Besirli (2022)
and Topak and Tauscher (2020), both of which found that international students prefer
Tiirkiye for educational purposes due to geographic, religious, and cultural reasons. The
study carried out by Topak and Tauscher (2020) addressed the impacts of cultural, historical,
and religious factors on students’ educational choices, concluding that these reasons
influence students to pursue education in Tirkiye. Similarly, Doerschler (2006) and
Dustmann and Frattini (2014) argued that cultural and religious reasons affect student
choices and noted that students are more inclined to study in countries with higher religious
tolerance. The results achieved in this study also align with other studies, showing that
students are tempted to study in countries where they can be more comfortable regarding
religion and culture.

Even if cultural and religious similarities are often highlighted as pull factors, the
geographical proximity to the European sub-theme also takes into account the resemblance
of the Turkish education system to that of European countries and Tirkiye’s geographical
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location, which are influential in shaping students’ preferences. Arab ethnic students, who
could choose from many countries (such as Qatar, the United Arab Emirates, and Saudi
Arabia), have prioritised Tiirkiye due to its geographical proximity to Europe. Moreover,
regardless of their country of origin, some students aim to complete their undergraduate
education in Tiirkiye and then pursue graduate studies in Europe.

“Tiirkiye, located at the intersection of Europe and Asia, provides easy access to both
continents, making it an attractive location for students seeking to explore various
cultures and travel opportunities to Europe (Aman, M, 19, B, Nepal, Dentistry).”
“.. | also want to conduct my business in Europe; the transition is easy (Kostas
Dimitriadis, M, 24, B, Greece, International Relations).”

“Tiirkiye’s geographical and educational proximity to Western countries adds to its
appeal for education, offering a blend of Eastern and Western influences (Otabek,
M, 20, B, Kazakhstan, International Relations).”

“I wanted to choose a country close to Iran. | also wanted my family to be able to
come to me easily (Farzad, M, 21, B, Iran, Medicine).”

“I chose this place because it is close to Irag. | never considered living in the West
(Ashna, F, 23, B, Iraq, Theology).”

The results achieved in this study are similar to those reported by Zijlstra (2020) and
Icen et al. (2022), which highlighted the importance of Tiirkiye’s geographic proximity to
Europe in students’ preferences. Both studies emphasised that students consider Tiirkiye’s
location a significant factor in their decision-making process.

The job opportunity’s sub-theme is among the most frequently discussed topics in
interviews, serving as both push and pull factors. This is primarily due to the lack of job
opportunities in their home countries and the belief that they will earn higher incomes in
developed countries. Poor economic conditions in their home countries and inadequate job
opportunities motivate international students to seek education in countries with better
employment opportunities and higher living standards. This expectation motivates students
to pursue education in developed or developing countries. Besides the lack of job
opportunities, students also emphasise the working conditions, income, and living standards
in the countries they wish to visit during interviews. Although finding a job seems to be a
general reason, students who emphasise job opportunities expressed that they are in Tiirkiye
to have a more comfortable life.

“There are many factories in Eskisehir. They produce a lot of things. That’s why |
looked it up on Google. There is a sugar factory in Eskisehir. There is trade, and
there are factories related to chemical engineering. | wanted to come here (Abidemi,
M, 28, B, Zambia, Finance).”

“If I find a job here, | will work (Secat, M, 20, B, Yemen, Industrial Engineering).”
“One of the reasons is that my country has numerous problems; education is
frequently interrupted. There are no jobs; life is difficult (Abubakar, M, 19, B, Sudan,
Civil Engineering).”

32



Ozalp, A. & E. Simsir & B. Dogan (2025), “International Student Mobility: Socioeconomic
Factors and Encountered Problems in the Eskigehir Sample”, Sosyoekonomi, 33(64), 11-41.

The studies conducted by Carbajal and Calvo (2021), Khalid and Urbanski (2021),
and Zanabazar et al. (2021) also share similarities with the results obtained in this sub-theme,
which indicate that students are drawn to countries with higher job opportunities. Metin
(2022) and Levent and Karaevli (2013) reached similar conclusions, asserting that job
prospects are a significant factor that attracts students to pursue education abroad.

In conclusion, the most frequently expressed push and pull factors for international
students (n = 40) are the desire to continue their education. The second reason is Tiirkiye’s
cultural and religious similarity to their home countries (n=38). The third factor attracting
students to study in Turkiye (n = 28) is its comparatively affordable economic conditions.
Other frequently mentioned topics include scholarships (n = 28) and friends’
recommendations (n = 12). Lastly, Tirkiye’s proximity to Europe has also influenced
students’ decisions to study there (n = 35). However, this result does not imply that all
students will migrate to Europe for further education or employment. For instance, 18
students expressed their intention to stay in Tirkiye after completing their education.
Additionally, 13 students, including most medical students, plan to return to their home
countries after completing their education. Finally, considering the problems encountered,
international students studying in Tirkiye have reported negative experiences due to
discrimination (n = 15), difficulties in learning the language (n = 32), cultural adaptation (n
= 27), and the complexity and length of the education system (n = 30).

5. Conclusion and Suggestions

This study emphasises that international student mobility to Tirkiye is quite intense
and demonstrates that the interaction of various factors shapes this mobility. Therefore, the
challenges students face and the reasons for choosing Tiirkiye are crucial topics that need to
be analysed at individual and societal levels. These results offer valuable insights for
developing policies to enhance the educational experiences of international students in
Tiirkiye. Examining the results achieved, the present study first focuses on the profiles of
international students studying in Eskisehir and the problems they encounter. Interviews
revealed that students in Eskisehir experience discrimination, difficulties in learning the
language, cultural adaptation issues, and concerns related to the education system. Some
students were found to face discrimination based on their ethnic backgrounds. Moreover,
challenges in learning Turkish and adapting to a different culture are significant difficulties
students encounter. Furthermore, the reasons why students choose Tiirkiye were examined
in detail. Factors such as the quality of education at Turkish universities, the country’s
religious and cultural similarity, geographical location, economic opportunities, and
scholarship options are considered influential in students’ decisions to choose Tiirkiye. A
significant result in the present study is the systemic similarity between universities in
Tiirkiye and those in Europe. In this respect, Tiirkiye's perception as a bridge to Europe plays
a vital role in students’ decisions to choose Tiirkiye. Moreover, in addition to the scholarship
opportunities provided by Tirkiye, the relatively lower costs of education and living
compared to other countries also influence students’ decisions.
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According to the results achieved in this study, students face significant challenges
in the social integration process in Tirkiye due to language barriers and ethnic
discrimination. Arabic-speaking and African-origin students, in particular, frequently
reported being excluded because of their skin colour and the language they speak. Students
are often subjected to various forms of discrimination, primarily due to social media and
misconceptions held by the local population. Such discriminations hinder students’ long-
term cultural adaptation. Another significant result of this study is that students experience
difficulties adapting to local food and lifestyles, especially during their first year in Tirkiye.
It was found that preparatory classes and Turkish language courses helped students
successfully navigate the process of societal adaptation. From this perspective, the first year
is a critical period for students in terms of cultural integration and socialisation. Another
significant result is that students are primarily motivated to choose Tiirkiye because its
education system is similar to that of Europe, making Turkiye a gateway for transitioning to
Europe. Mainly from the perspective of international students, programs like Erasmus are
essential for facilitating future transitions to Europe. Additionally, transitioning to Europe
has a significant impact on the students’ long-term educational and career plans. A final
notable result is the significant increase in students’ motivation to find employment in
Tiirkiye. Many students said they would consider staying in Tiirkiye if provided with quality
job opportunities. It is also understood that many students choose to study in Tiirkiye due to
difficulties in finding employment in their home countries.

This study offers suggestions for better analysing ISM's multidimensional nature and
developing policies in this area. First, policy recommendations are prioritised and listed in
three sub-recommendations: scholarships and financial support, improving the quality of
education, and integrating into the labour market. In the context of scholarships and financial
support, Tirkiye should allocate more financial resources to increase the quality of
international student mobility. Existing scholarship programs should be expanded to allow
more students to benefit from these opportunities. Special emphasis should be placed on
scholarship programs for disadvantaged groups to increase their access to educational
opportunities. The second recommendation is to enhance the quality of education in Tiirkiye
and its compliance with international standards. This way, the aim should be to attract more
quality international students to the country. Additionally, Turkish universities should be
encouraged to participate in international accreditation processes, aligning the education
system with global standards. Incentives should also be provided for academic staff to gain
international experience and improve their foreign language proficiency. The third
recommendation involves developing policies to facilitate the integration of international
students into the labour market after their education. In this context, post-graduation
residence and work permits should be simplified, and programs should be established to
assist international students in finding employment. Finally, support policies should be
developed to encourage employers in the country to hire international students.

In conclusion, this study also offers other research suggestions. More detailed and
comprehensive studies on the problems faced by international students in Tiirkiye should be
carried out. These studies should examine students’ motivations for choosing Tiirkiye
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through various factors such as educational quality, economic opportunities, and cultural
interaction. Additionally, it is recommended to investigate the bureaucratic, language, and
cultural barriers that students encounter during the adaptation process. Furthermore,
researchers interested in exploring this topic could delve deeper into the sociocultural
adaptation processes of students and conduct long-term observations to gain detailed insights
into the challenges they face. Specific issues such as language barriers, discrimination, the
commodification of higher education, religious challenges, and family pressures can be
investigated using mixed methods. Lastly, it is recommended that those interested in this
topic also focus on the labour market and discuss the challenges faced by international
students in this area. Moreover, as this study primarily focused on students from low-income
countries, researchers are encouraged to enrich their work by examining students'
experiences from developed countries and the push-and-pull factors that lead them to pursue
education in Tirkiye. Addressing language barriers and cultural adaptation, universities in
Tiirkiye could offer more comprehensive orientation and cultural integration programs
specifically designed for international students. These programs could provide practical
insights to help students adjust to life in Tiirkiye more easily. Additionally, guidance and
support programs could be developed to help international students adjust to the Turkish
educational system. These would focus on specific topics such as the exam structure and
academic expectations, helping students to enhance their academic performance. Given the
frequent reports of discrimination, universities might consider implementing cross-
institutional policies to combat discriminatory practices. Awareness campaigns could also
be developed to counteract biases stemming from social media and foster greater community
engagement.
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Abstract

This study investigates whether external uncertainties, which significantly impact the
exchange rate through various economic channels, are a determining factor in the Turkish economy.
The research analyses the impact of the effective exchange rates (EPUs) of five countries, among
Tiirkiye's most important trading partners, on Tiirkiye’s real effective exchange rate using monthly
quantile regression for the period 2000-2021. According to the key findings, the EPUs in the UK and
France increase the value of the Turkish lira against foreign currencies, resulting in an appreciation of
the TL, while the EPUs of the USA and Germany decrease the value of the Turkish lira, resulting in a
depreciation of the TL. In addition, Russia’s EPU has a negative impact on Tiirkiye’s real effective
exchange rate at only the highest quantile level. The results reveal that the Turkish economy is affected
by any economic event in foreign powers, highlighting how globalisation has blurred the distinction
between national borders and how countries are interconnected through invisible ties.

Keywords . EPU Index, Economic Policy Uncertainty, Real Effective Exchange
Rate.
JEL Classification Codes: E60, D80, F40.
Oz

Bu ¢alismanin amaci, ¢esitli ekonomik kanallara sahip olan déviz kurunun kontrol edilmesinde
kilit rol oynayan dis belirsizliklerin Turkiye ekonomisi iizerinde belirleyici bir giice sahip olup
olmadigini aragtirmaktir. Aragtirmada, Tiirkiye’nin en 6nemli ticaret partnerlerinden olan bes iilke
EPU’sunun Tirkiye’nin reel efektif doviz kuru tizerindeki etkisi, 2000-2021 doénemi igin aylik
frekansta kantil regresyon kullamlarak analiz edilmektedir. Temel bulgulara gore, Ingiltere ve Fransa
icin EPU, Tiirk lirasinin yabanci para birimleri karsisindaki degerini artirirken (TL i¢in deger kazancr),
ABD ve Almanya i¢in EPU ise Tiirk lirasinin degerini diisiirmektedir (TL i¢in deger kaybi). Ayrica,
Rusya’nin EPU’su Tiirkiye’nin reel efektif doviz kurunu yalnizca en yiiksek yiizdelik kantil diliminde
negatif olarak etkilemektedir. Sonuglar, kiiresellesme ile birlikte diinya smirlarmimn ortadan kalktigini
ve iilkelerin birbirini baglayan goriinmez baglarla birbirine baglandigini géstermenin yani sira,
Tiirkiye ekonomisinin dis giiglerde yasanan herhangi bir ekonomik olaydan nasil etkilendigini ortaya
koymaktadir.

Anahtar Sozciikler . EPU Endeksi, Ekonomik Politika Belirsizligi, Reel Efektif Doviz
Kuru.
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1. Introduction

The world has faced numerous events that have caused global political and economic
uncertainty to date. Borders have disappeared as the world has opened its doors to
globalisation, and the situation has reached the point where an economic, political, or social
event in any country can affect other countries. Over the last few years, economic and
political events began with the Arab Spring and continued with the trade wars and the
COVID-19 coronavirus pandemic. While the pandemic persisted, the events related to the
Russian Federation’s occupation of Ukraine also affected the countries’ relations. As these
events unfold around the world and the world continues to develop and change rapidly,
changes such as these produce a perception of political and economic instability, increasing
worldwide uncertainty.

Economic uncertainty could be defined as unexpected alterations that affect the
economic atmosphere and how these changes in monetary, fiscal, or other government
policies affect firms (Abel, 1983: 228-233), while the World Bank (1997) defines political
uncertainty as “Political uncertainty is the incapacity to endure shocks from the outside and
inside that upend the socioeconomic system”. A country’s economy and political
atmosphere are inextricably linked, much like the two halves of an apple. This is because
uncertainties, whether in political or economic life, increase the risk of delaying businesses’
and individuals’ expenditures and investments, as they cause market uncertainty.

Economic policy uncertainty (EPU) refers to the situation in which there are
uncertainties and fluctuations regarding the direction of a country’s economic policies (Jmaii
& Gargour, 2023). These uncertainties can make it challenging to predict policy trends and
changes in monetary, fiscal, and trade policies, as well as other economic decisions (Liming
et al., 2020: 1; Gupta et al., 2018). Policy uncertainties play a critical role in shaping the
economic results of each country. Uncertainty is very significantly impacted by the spending
and investment of governments, policies, businesses, and households (Kostka and Van Roye,
2017). In particular, increasing unemployment and income inequality, which are common
problems in many countries, as well as immigration and sudden fluctuations in oil prices,
have made interlinked global economies even more disruptive (Dong et al., 2019). In this
respect, Baker et al. (2016: 1594-1602) say that the global financial crises, partisan policies
spreading in the USA, and uncertain economic policies raise concerns.

The effects of the EPU on the real effective exchange rate can vary depending on
various factors. Political and economic instabilities can impact the financial and economic
sectors, particularly the exchange rate, through multiple channels (Ozcelebi & lzgi, 2023).
Trade barriers, preferences, import-export policies, external debt situations, capital
movements, portfolios, and relative productivity can be considered as these channels
(Kostka & Van Roye, 2017). When the EPU increases, uncertainty and risk become apparent
in investors and international capital markets. In this case, confidence in the country’s
economy may decrease, and foreign investors may lose interest in the country’s assets. This
may impact the country’s demand for foreign exchange, resulting in a downward pressure
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on the real effective exchange rate. If a country’s exchange rate is subject to a free-floating
system, an increase in the EPU can directly affect the country's exchange rate. Investors’
demand for the local currency may decrease due to uncertainty, which may pressure the
exchange rate. An increase in EPU may cause uncertainties in trade policies, making it
difficult for export and import firms to forecast future trade conditions. This, in turn, may
affect the deterioration in the foreign trade balance and, thus, the exchange rate. On the other
hand, the increase in the EPU could also impact the central bank's monetary policy
determination process (Liming et al., 2020). The central bank may be more cautious in an
uncertain economic environment. This, in turn, can affect interest rates or the money supply,
leading to changes in the exchange rate. All of these can cause fluctuations in the currency
markets. These fluctuations can lead to short-term volatility in the exchange rate. In this
case, the exchange rate can change rapidly, which in turn affects the real effective exchange
rate. All these factors cause fluctuations in exchange rates due to their uncertain nature. The
link between economic uncertainty and the exchange rate has a decisive impact on the
economy through various channels (Kostka & Van Roye, 2017).

Figure: 1
Exports by Country (2022, billions $)
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Sources: T/M- 2022 Export Assessment by Turkish Exporters Assembly.

When we look at the TIM-2022! Export Assessment (see Figure 1), it is clear that
Germany is the country to which Tiirkiye exports the most in 2022, with a value of $21.1
billion. Following Germany, the United States ranks second with $16.9 billion, Iraq ranks
third with $13.8 billion, the United Kingdom ranks fourth with $13.0 billion, and Italy ranks
fifth with $12.4 billion. While five out of the top ten countries are members of the EU, the
fact that the USA, from North America, Iraq, and Israel, from the Middle East, are on the
list indicates that Tirkiye’s capabilities in market diversity have improved. Therefore, the
sample-generated economies are the five selected trading partners of Tiirkiye, including the
United States, France, Germany, the United Kingdom, and Russia. The motivation behind

L TIM- Turkish Exporters Assembly (Tiirkiye Ihracat¢ilar Meclisi).
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the study is the lack of an extensive theoretical and empirical examination of the impact of
economic uncertainty in countries with which Tiirkiye trades on Tiirkiye’s exchange rate.

The study shows the effects of EPU on the exchange rate, as measured by these
countries’ news-based Economic Policy Uncertainty Index. The EPU index catches
uncertainty from policy, news, economic indicators, and the market (Baker et al., 2016:
1598-1600). This index is measured as follows, combining all of these variables into a new
measure (the EPU index) by averaging three components: the amount of economic
uncertainty connected to policy covered by newspapers, the humber of federal tax law
provisions that are about to expire, and the degree of disagreement among economic
predictors. The study employs the Quantile Regression methodology to investigate the
association between countries’ EPU and Tiirkiye’s exchange rate across different quantiles,
as examining samples in these quantiles reveals the relationship more clearly.
Comprehending relationships between factors outside the data’s mean is made possible by
the quantile regression methodology, which clarifies non-normally distributed outcomes and
has nonlinear associations with predictor variables. In this respect, the research correlated
economic policy uncertainties with exchange rate fluctuations over 22 years (2000-2021) at
a monthly frequency using Quantile Regression. Therefore, due to the nature of the research
and the data gathered, the study contributes to finance and economics by illuminating the
consequences of EPU on the exchange rate. This study is particularly beneficial for
academics, financial analysts, researchers, and economists, as it provides valuable insights
into the impact of policy uncertainty on currency fluctuations.

The study findings indicate that economic uncertainties in the UK and France
increase the value of the Turkish lira against foreign currencies, resulting in appreciation for
Tiirkiye, which in turn enhances Tiirkiye’s trade competitiveness. On the other hand, the
economic policy uncertainties of the US and Germany diminish the value of the Turkish lira.
Moreover, Russia’s EPU has the most significant impact on the domestic real effective
exchange rate in the highest quantile. The results can originate from Tirkiye’s strong or
weak trade relations with these countries. When Tiirkiye’s relations with the US and
Germany are taken into consideration, it becomes apparent that they have more sensitive
relationships. Therefore, Tiirkiye can easily be influenced by economic or political events
in the US and Germany. As a result, the effect of the EPU on the real effective exchange rate
is a complex issue. It may vary depending on the country's economic structure, policy
framework, and international conditions. The likelihood of volatility and changes in the
exchange rate increases with uncertainty.

The rest of the paper is structured as follows: Section 2 addresses the literature about
EPU. Section 3 mentions the data and methodology. Section 4 presents the study's results
and findings. The last part includes the conclusion.
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2. Background Literature

The literature reveals a historical relationship between the appreciation of the national
currency and the political atmosphere of countries. Political issues significantly influence
the exchange rate, where positive political indicators raise the currency’s value, whereas
political tensions weaken or depreciate its value (Blomberg & Hess, 1997: 189-205).
Political uncertainty and instability have a direct impact on the currency exchange rate
(Youness, 2022: 414-424). For example, the political context significantly increases
exchange rate volatility. Lobo and Tufte (1998: 351-365) note that political factors,
including elections, political systems, and policy decisions, have a significant impact on the
exchange rates of numerous currencies.

The World Bank (1997) defines political uncertainty as “the inability to endure
shocks from outside and inside that upend the socioeconomic system.” On the other hand,
economic uncertainty is defined as unexpected changes that affect the economic ecosystem
and how fiscal, monetary, or other government policies affect firms (Abel, 1983: 228-233).
According to Osterloh (2010: 5), a nation’s political climate can affect its economic
performance. Due to the decline in investment resulting from political instability,
employment rates and productivity suffer, incomes fall, and eventually, inflation results
(Easterly & Rebelo, 1993: 429-430; Benhabib & Spiegel, 1992: 144-145). Therefore,
political and economic risks are represented by political events and decisions that affect the
business environment, causing investors to remember their investments with a reduced
margin of profit (Howell & Chaddick, 1994: 76).

Besides the micro context, each nation's financial and economic policies are
intimately linked to its economic strategy (Gupta, 2018). Fundamental concerns regarding
the function of macroeconomic stabilisation measures underlie interest in policy uncertainty
and its impact on economic activity (Mumtaz & Ruch, 2023: 6). Hence, uncertainty or
instability significantly affects the financial and economic sectors, particularly the exchange
rate. The unstable political environment of countries is a significant factor that weakens
national economies and deters investors; therefore, economic prosperity is generally linked
to political stability and security. For example, Aisen and Veiga (2011: 3) characterise
political instability as a serious condition that harms economic performance. Political
instability reduces policymakers’ expectations of the inadequacy of short-term
macroeconomic policies (Kostka & Van Roye, 2017). Moreover, political uncertainty leads
to frequent policy changes, negatively impacting local economies through economic and
political fluctuations.

Regarding economic control mechanisms, economic policy announcements
determine the business cycle expectations. Therefore, expectations have a deterministic
effect on decision-makers in an economic environment. Announcements impact
expectations, but so does the uncertainty surrounding the direction that economic policy will
take in the future (Beckmann & Czudaj, 2017: 2). Therefore, uncertainties affect the
economy through various channels. One of the most important factors is the exchange rate,
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which is influenced by multiple factors, including trade barriers, preferences, import-export
policies, external debt situation, capital movements, portfolios, and relative productivity
(Kostka & Van Roye, 2017). All these factors cause fluctuations in exchange rates due to
their uncertain nature. The link between the exchange rate and economic uncertainty has a
decisive impact on the economy through these channels (Kostka & Van Roye, 2017).

Economic policy uncertainties (EPU) contribute to exchange rate volatility (Bartsch,
2019: 21; Nilavongse, 2020: 4). There is a hegative mean and excessive dependency between
EPU and FERs (real exchange rates) because provide compelling proof of causality-in-
variance from both local and U.S. financial and EPU to FER (Al-Yahyee et al., 2019: 66).
Economic policy uncertainties are reflected in countries as economic fluctuation and
changes in the exchange rate. Political polarisation and division, as well as the growing role
of government spending in the economy overall, are the leading causes of the rise in the EPU
index in the USA during the 1960s (Baker et al., 2016: 4). According to another study
involving US-related work, if the US EPU remains low, high-yielding currencies are
appreciated, while the Japanese yen depreciates, and otherwise conversely (Kido, 2016: 52).
Both the home country (ten countries?) and during difficult economic times, concern about
US economic policy increases currency volatility (Krol, 2014: 251-252). The article
highlights that policy uncertainties, particularly during economic downturns, can hinder
economic growth by amplifying volatility in foreign exchange markets. International
investors need to be aware of the risks associated with EPU in the foreign exchange market.
For example, while China’s EPU has been very high since 2016, the exchange rate has
experienced significant fluctuations during this period (Dai et al., 2017: 37). Moreover,
although the local currency depreciates in most quantiles during a floating exchange rate
period, it increases under specific quantiles in response to increased uncertainty around
Russian economic policy (Sohag et al., 2021: 542-544). Moreover, the EPU index has a
positive link with the exchange rates of the Indian rupee and the new Mexican peso (Aimer,
2021: 126). Policy uncertainty has negative impacts on economic growth, consumption, and
investment in Tirkiye, where high uncertainty leads to more investment declines than
production and consumption (Sahinéz & Cosar, 2018: 1-4). The COVID-19 pandemic
ultimately impacted our lives until a few years ago, shifting the focus from uncertainty in
monetary and fiscal policy to uncertainty in trade policy (Song et al. 2022: 14).

EPU hinders imports of hon-durable consumer goods, capital goods, and those used
in export production. It has been demonstrated that a 1% increase in policy uncertainty
results in a 0.02% decrease in the growth of goods and services trade volume, indicating that
uncertainty hinders trade growth (Constantinescu et al., 2020: 287). On the other hand, as
EPUs contain indefinite structures, their effects vary from country to country; each country’s
EPU can have a heterogeneous impact on other countries (Chen et al., 2020: 3-4). For

2 Canada, the Euro Area, Japan, Sweden, the United Kingdom, Brazil, India, Mexico, South Africa and South
Korea.
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example, China’s exchange rate volatility is affected differently by EPU in different
countries (Chen et al., 2020: 3).

In summary, the EPU is commonly used as an indicator to enhance the predictive
ability of macroeconomic models for future exchange rate events (Abid, 2020: 7-10).
However, although the literature has decisively examined how the exchange rate is affected
by uncertainty in economic policy, these studies are limited to certain countries due to
difficulties in accessing data.

In Figure 2, the EPU of the US indicates that some political and economic issues
emerged between 1985 and 2019. The Black Monday event occurred on October 19, 1987,
when the world's stock markets experienced significant losses in a short period, directly
affecting the US exchange rate. As evident in various political and economic issues, the
exchange rate has always been sensitive to political factors, including elections, political
systems, and policy decisions, which significantly influence the exchange rates of many
currencies (Lobo & Tufte, 1998: 351-365). Apart from this, restrictive policy activities
applied by countries to each other’s trade are also a significant determinant of exchange
rates. In 2018, President Trump formally declared trade conflicts with numerous countries.
Starting with steel and aluminium tariffs, uncertainties emerged worldwide, and the US
exchange rate negatively affected this situation. Issues such as epidemics that affect the
entire world and occur unexpectedly impact human health production chains and exchange
rates due to their uncertain nature. For example, the emergence of the COVID-19
coronavirus had a significant impact on the dollar rate. Thus, all these events affected the
other economies of countries such as Tiirkiye.

Figure: 2
EPU Index for the US
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Figure: 3
EPU Index for Tiirkiye
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Figure 3 illustrates Turkish EPU data, highlighting fluctuations arising from political
and economic uncertainty over time (Jirasavetakul & Spilimbergo, 2018: 9). Notable
uncertainties are evident, including the 2001 financial crisis, the 2008 financial crisis, and
the European debt crisis in 2010. For 2001, both EPU and CDS (Credit Default Swaps)
spreads are very high. This indicates that political and economic uncertainties increased, as
did market risk perception, during the 2001 Turkish economic crisis. A similar effect can be
observed in the 2008-2009 global financial crisis. Economic policy uncertainty may have
increased the country’s risk premium by negatively affecting investor perception.
Considering the connection between economic activity and the uncertainty of economic
policy in Tirkiye policy uncertainty, the negative effect of EPU on the economy,
consumption, and investment in Tiirkiye is proven (Sahinéz & Cosar, 2018: 3). Economic
policy uncertainty can increase the risk premium, making it harder for foreign capital to flow
in and raise financing costs. Therefore, governments must adopt transparent and consistent
policies. In times of uncertainty, volatility in financial markets can be controlled by
developing risk management tools. For example, using the Central Bank’s reserve
management and liquidity tools more effectively can help in this process. Economic policy
uncertainty has a direct impact on financial stability at both local and global levels.
Therefore, countries should adopt more predictable policies to ensure economic stability.

50



Yardimci-Bozdogan, E.B. (2025), “The Effect of Economic Policy Uncertainty (EPU) of the Trade
Partner Countries on the Real Effective Exchange Rate of Tiirkiye”, Sosyoekonomi, 33(64), 43-59.

Figure: 4
The US, UK, Germany, France, and Russia’s Economic Policy Uncertainties (EPUs)
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Source: Data is obtained from <policyuncertainty.com>; charts are created using STATA.

Figure 4 displays the EPU index charts for the United States, United Kingdom,
Germany, France, and Russia. A notable standard feature of the charts is that, strikingly,
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EPU increased in 2020 in these five countries due to the COVID-19 crisis. Significant EPU
increases are observed periodically in all countries. These increases can be associated with
significant economic and political events. The US EPU reached exceptionally high levels
during and after the 2008 crisis. In addition, an increase was observed around 2016. This
may have been due to the US presidential elections and policy changes. Examining the UK
EPU graph reveals that EPU levels have increased significantly since 2016, mainly due to
the impact of the Brexit process. In Europe, EPU fluctuations have generally become more
pronounced during and after the Eurozone crisis. Germany and France may have been
affected by global crises and political uncertainties in Europe. Russia’s EPU has shown a
significant upward trend since 2014, likely due to the Crimean crisis and subsequent
sanctions. The long-term upward trend in all countries may indicate increasing uncertainty
in the global economic system. Therefore, countries must take initiatives to increase their
policies and international economic cooperation.

3. Data and Methodology

The datasets cover the period from 2000 to 2021, with data available for every month.
The Real Broad Effective Exchange Rate for Tiirkiye is a dependent variable, expressed as
a monthly index (2010=100), obtained from the FRED Economic Database. Weighted
averages of bilateral exchange rates, adjusted for relative consumer prices, are used to
calculate real effective exchange rates.

The EPU index is calculated using a variety of indicators, including the frequency
with which policy uncertainty is mentioned in the news. However, this study used the EPU
index, which is widely used to examine recent economic uncertainty. The EPU index is
based on policy uncertainty collected from the news (Baker et al., 2013: 14-15). The index
adopted three different measures of uncertainty based on newspapers from the US, UK,
Germany, France, and Russia. The EPU index for countries is sourced from
“policyuncertainty.com.” For example, for the US, to measure economic policy uncertainty,
the first component of this index is composed of three types of key elements, which come
from 10 significant newspapers (San Francisco Chronicle, Houston Chronicle, USA Today,
Miami Herald, Chicago Tribune, Dallas Morning News, Washington Post, Los Angeles
Times, Boston Globe, and the Wall Street Journal) which is an index of search results. To
create the index, researchers ran monthly searches for publications that included the phrases
“uncertain” or “uncertainty,” “economic” or “economics,” and one or more of the following
terms: “congress,” “legislature,” “white house,” “regulatory,” or “federal reserve”. The total
number of articles within a given article is divided by the raw number of policy uncertainty
elements and months to observe how the volume of articles has changed over time for that
specific article. From January 1985 to December 2009, the data for each item is standardised
to a one-unit standard deviation. Then, for each month, the normalised values are added to
create a multi-paper index. Between January 1985 and December 2009, the data was
renormalised to an average of 101.8. The statistics from the preceding two months may be
slightly revised with each subsequent monthly update. Some online publications do not
instantly update their online archives with all stories, so the totals for the past 1-2 months
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will vary significantly. The same procedure is also used to obtain the EPU index of the UK,
Germany, France, and Russia. For example, 11 newspapers are used to measure the UK EPU
index. For Germany and France EPU (for the European indices), two newspapers are used
per country: Corriere Della Sera and La Stampa in Italy; El Mundo and EI Pais in Spain; Le
Monde and Le Figaro in France; Handelblatt and Frankfurter Allgemeine Zeitung in
Germany; The Times of London and Financial Times in the United Kingdom. Kommersant
was used as the newspaper to obtain Russian EPU data. The definitions and sources of
Tiirkiye’s real effective exchange rate, the EPU variables, and control variables are indicated
for five foreign countries in Table 1.

Table: 1
Variables, Definitions, and Data Sources
Variables Definitions Sources
Real Effective Exchange Rate Real Broad Effective Exchange Rate for Tiirkiye; CPI-based; Bank for International Settlements

period averages; Index 2010 = 100; Monthly; Not Seasonally Adjusted (FRED Economic Data)
(Logarithmic Form) (An increase indicates an appreciation of
the economy’s currency against a broad basket of currencies).

Economic Policy Uncertainty Economic Policy Uncertainty (for USA, UK, Germany, France, www.policyuncertainty.com
(EPV) and Russia) (As logarithmic Form)

Consumer Price Index (CPI) Index 2015=100, Not Seasonally Adjusted Federal Reserve Economic Data
for Tiirkiye, Monthly Data (FRED)

Interest Rate for Tiirkiye, Per cent per Annum, Federal Reserve Economic Data
Monthly Data Not Seasonally Adjusted (FRED)

Commodity Terms of Trade The ratio of a country’s relative export price to its relative import price IMF Data

(TOT) of Tiirkiye, Monthly Data | (net export price index)

The quantile regression of the study can be written with the following equation:
Q,-(REXR; /EPU;) = al+ B"EPU; + y"X + &"

According to equation, Q,.(REXR;/EPU;) represents a quantile function of reel
effective exchange rate evaluated at ™ quantile, where t € (0, 1). The model is examined in
the 5%, 25%, 50%, 75%, and 95% quantiles.

Table: 2
Descriptive Statistics
Variable Mean Std. Dev. Min Max
EPU of US 4.825391 0.4271762 3.801823 6.222504
EPU of UK 4.703297 0.5311821 3.17955 6.324759
EPU of Germany 4.893346 0.5291106 3.347585 6.393484
EPU of France 5.060402 0.6571988 2.808971 6.353732
EPU of Russia 4.817591 0.7492331 2.517596 6.676623
Real Effective Exchange Rate for Tiirkiye 4.367308 0.1952738 3.67402 4.643621
Consumer Price Index (CPI) for Tiirkiye 4.225786 0.6673135 2.503633 5.574502
Interest Rate for Tiirkiye 2.993706 0.6408347 2.169054 4.094345
Terms of Trades (TOT) of Tiirkiye 4.620461 0.0150843 4.595872 4.653657

REXR is the monthly real effective exchange rate. EPU; represents EPU for each
country (US, UK, Germany, France, and Russia). The vector of coefficient Bt quantifies the
level of exchange rate volatility dependency at the t™ quantile with respect to EPU;, which
is the primary focus of the study. A group of control variables is represented by X. y*will
vary based on which quantile is being assessed. The control variables are successive: the
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consumer price index (inflation) for Tiirkiye, the interest rate for Turkiye, and the terms of
trade of Tiirkiye. Descriptive statistics and 264 observations for the 2000-2021 monthly data
are presented in Table 2.

4. Results

In the analysis, the variables’ data utilised in the study were employed by taking their
logarithm to overcome the variable variance problem and to create efficient and systematic
results (Ashwin Kumar et al., 2016: 298-7; Wang & Dong, 2021; Bhat et al., 2022). Table 3
presents the regression results for both the Quantile and OLS models for comparison.
According to the regression results, the model explains 71% of the variance (R-square:
0.7057). According to Table 3, the quantile regression results indicate that the EPU for the
US has a negative sign for every quantile, and this relationship is also statistically significant
(except for the 75% and 95% quantiles). The EPU for the UK has a positive sign, and almost
all quantiles are statistically substantial (except the 5% quantile). Additionally, the OLS
result for the UK EPU is statistically significant and positive. The EPU for Germany has a
negative sign and is statistically significant, except for the 75th and 95th percentiles. It is
also statistically significant for OLS. The EPU for France has a positive sign for the 5%,
25%, and 50% quantiles, where the quantile and OLS regression are statistically significant.
However, for the 75% and 95% quantiles, they are not statistically significant and have a
negative sign. The EPU for Russia has a generally negative sign (except for the 50th and
75th percentiles, which have a positive sign); however, this difference is not statistically
significant, except for the highest quantile, at 95%.

The interpretation of the results reveals heterogeneity among countries in the
magnitude and persistence of their EPU shocks' responses to the real exchange rate. When
the economic policies of the USA, Germany, and Russia (only the 95th quantile) are
uncertain, the Turkish currency tends to depreciate. On the other hand, when the economic
policies of the UK and France are unsure, the Turkish currency tends to appreciate. The
results show that policy uncertainty in the trading partner countries has led to the
depreciation or appreciation of the national currency.

According to the results, the variables of Tiirkiye’s inflation rate, consumer price
index, interest rate, and terms of trade are statistically significant and have negative signs.
As shown in Table 3, a 1% increase in trade volume during the relevant period results in a
decrease in the REXR. The effect of the terms of trade is relatively consistent across all
quantiles (5% to 95%). This shows that the terms of trade have a similar effect on the
exchange rate at all levels (lowest, middle and highest). The coefficient value in the OLS
estimate is -6.213733, indicating that a one-unit decrease in the terms of trade results in a
reduction of approximately 6.2 units in the exchange rate. According to the definition of the
Bank for International Settlements (BIS), the REXR is structured in a way that any rise (or
loss) in value is considered appreciation (or depreciation) (Bank for International
Settlements [BIS], n.d.). Terms of trade can benefit real exchange rates; when they improve,
the real exchange rate of the exporting country should be appreciated. An improvement in
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trade terms would lead to an appreciation of the real exchange rate. However, the results
indicate that the terms of trade lead to a depreciation of the domestic real effective exchange
rate.

Table: 3
Quantile vs. OLS Regression Results
Dependent Variable: Real Effective Exchange Rate (REXR) for Tiirkiye
Quantile Regression OLS Regression
5% 25% 50% 75% 95% OLS

EPU of US -.144268*** -.1355942*** | - 0997039*** -.0244317 -.0139153 -.079831***

(.040219) (.0497065) (.0414082) (.0308096) (.0271663) (.0276806)
EPU of UK . 0136549 .0722991*** | . 0710719*** | .0532059*** | .(0574683*** .0405704***

(.0288075) (.0356031) (.0296593) (.0220678) (.0194583) (.0198267)
EPU of Germany -.1265309*** | -1307144*** -.0731009** -. 0341404 -. 0319815 -.1054195%**

(.0330828) (.0408869) (.034061) (.0253429) (.0223461) (.0227692)
EPU of France .1895249*** .1187725%** .0647388** -.0078001 -.0298897 .0985177***

(.0302729) (.0374141) (.031168) (.0231904) (.0204481) (.0208352)
EPU of Russia -.0251014 -.0069954 . 0062136 . 0027714 -.0251951* -.0020883

(.0203715) (.025177) (.0209738) (.0156055) (.0137601) (.0140206)
Consumer Price Index for Tiirkiye -4424548*** | -3337675*** | -383416*** | -4002457*** | -4391689*** -.357938***

(.034431) (.042553) (.035449) (.0263756) (.0232567) (.023697)
Interest Rate for Tiirkiye -.1972004*** -.151156*** | -1611427*** | -1880293*** | -1820674*** -.1689864***

(.0314275) (.038841) (.0323567) (.0240748) (.0212279) (.0216299)
Terms of Trades of Tiirkiye -.7.081781*** | -7.155007*** | -6.006497*** | -6.115098*** | -4.763477*** -6.213733***

(.9235832) (1.141452) (.9508917) (.7075054) (.6238416) (.6356534)
_cons 39.5576*** 39.5966*** 34.38064*** 35.02018*** | -28.84075*** 35.31786***

(4.244548) (5.245815) (4.37005) (3.25151) (2.867014) (2.921297)
Prob>F = 0.0000 R-square= 0.7057
The square brackets and parenthesis numbers represent p-values and standard errors, respectively. Significance levels: *10%, **5%, ***1%.

5. Conclusion

EPU is a deterministic power that affects the real effective exchange rate. Tiirkiye
can be positively or negatively affected by events in foreign countries. The study employs
quantile regression analysis to investigate the relationship between Tiirkiye's real effective
exchange rate and the EPU of various markets from 2000 to 2021, with a monthly frequency.
Our main findings are as follows. The EPUs of five countries have an asymmetric and
heterogeneous effect on Tirkiye's real effective exchange rate. If the US and Germany’s
EPU increases, the domestic real effective exchange rate increases, so it depreciates.
However, if the UK and France’s EPU rise, the domestic REXR will decrease, so it is
appreciated. Moreover, only in the highest quantile does Russia’s EPU increase, resulting in
a depreciation of the real effective exchange rate. The inference is that the economic
uncertainties in these five countries have asymmetric effects on Tiirkiye’s real exchange
rate. Thus, Tirkiye is affected heterogeneously by the uncertainties of different countries.
Intuitively, it can be said that the more a country has trade relations with another country,
the more likely it is to be affected by that country’s domestic issues.

The topic of EPU is an important indicator for understanding the dynamic of
exchange rate changes. In a changing world, uncertainties are crucial in controlling the
exchange rate, especially concerning policymakers. Therefore, this issue should be handled
carefully to illustrate the connection between exchange rates and economic policy
uncertainty. These findings offer policymakers valuable insights to inform their decisions
on managing the exchange rate and maintaining economic stability. Since the EPU can
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negatively affect the real effective exchange rate, countries have specific political
implications and duties in this regard. Governments should establish a stable and coherent
policy framework to minimise EPU. Setting long-term economic goals and policy guidelines
can increase investor confidence and limit the effects of the EPU. Governments should
communicate transparently and openly about economic policies and changes. Uncertainty
can be reduced when investors and businesses have access to accurate and timely
information about future policy decisions. Structural reforms are crucial for strengthening
the economic framework and enhancing competitiveness. A stable and predictable economic
environment supports investment decisions and can reduce the negative effects of the EPU.
Governments can develop risk management tools against EPU. For example, financial
derivatives or insurance mechanisms can be used to manage currency risk. Coordination and
consensus among different policy actors, such as the central bank, Ministry of Finance, and
government, are necessary. The compatibility and mutual support of other policy areas can
reduce the effects of the EPU. Stability and cooperation in global economic relations may
limit the effects of the EPU. Trade agreements, investment agreements, and international
cooperation mechanisms can help reduce uncertainty. Economic policymakers need to be
aware of economic issues and develop their analytical skills. Investments in education and
research can inform accurate, data-driven decisions, enabling a deeper understanding of and
more effective management of economic uncertainty.

The study supports that the effects of economic policy uncertainty (EPU) on a
country’s exchange rate are asymmetric and heterogeneous. This confirms that the impact
of EPU on macroeconomic indicators is not static when evaluated in the international
economy and may vary according to the country's context. In addition, the inference that a
country’s foreign trade and financial linkages increase its sensitivity to economic
uncertainties in other countries provides an important contribution to the international trade
theory.

States need to adopt a stable, transparent, and coordinated approach to limit the
impact of uncertainty in economic policy on the real effective exchange rate. In this context,
policymakers prioritise maintaining financial stability, enhancing investor confidence, and
fostering economic growth. Finally, obtaining Tiirkiye’s EPU data and examining its effect
on our exchange rate is left to future studies. Furthermore, the potential divergence between
the short-term and long-term impacts of economic uncertainty on exchange rates warrants
further investigation and is, therefore, deferred to future research.
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Abstract

Over the last few decades, the global financial network has become increasingly complex due
to the rapid growth in science and technology, as well as the expanding number of financial instruments
worldwide. In this setting, several issues and problems arose, including the rising systemic risk in the
financial sector, which in turn increased the sector's vulnerability. In emerging markets, such as
Tirkiye, Iran, Saudi Arabia, and the UAE, the potential risk may arise due to the financial complexity
of these markets. Therefore, the probability of crises will increase. This study investigated the
complexity of financial systems in these countries using McCabe’s network approach from 2005 to
2020. Measuring complexity indicates that Tiirkiye, with a score of 95, Iran (77), Saudi Arabia (49),
and the UAE (36) have been graded in terms of financial complexity. As a result, Tiirkiye has the
highest, and the UAE has the lowest systemic risk among these countries. Additionally, the results
suggest that capital markets do not play a significant role in these economies.

Keywords : Financial Complexity, McCabe’s Complexity, Tiirkiye, Iran, Saudi
Arabia, United Arab Emirates.
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Son yillarda, bilim ve teknolojideki hizli biiyiime ve artan sayidaki finansal araglar nedeniyle
kiiresel finansal ag daha karmagik bir hale gelmistir. Bu durum finans sektoriinde sistemik riskin
artmasi ve dolayisiyla bu sektoriin daha fazla kirilgan hale gelmesi gibi bazi sorunlar1 beraberinde
getirmistir. Tiirkiye, Iran, Suudi Arabistan ve BAE gibi gelismekte olan piyasalarda, bu tiir piyasalarin
finansal karmagsikligi nedeniyle olasi riskler ortaya ¢ikabilir. Bu baglamda kriz olasilig1 artabilir. Bu
calismada, 2005-2020 yillar1 arasinda McCabe’nin karmagiklik olgiti kullanilarak bu 4 ilkedeki
finansal sistemlerin karmasiklig1 arastirilmistir. Arastirma sonucuna gore, 95 ile Tiirkiye, 77 ile Iran,
49 ile Suudi Arabistan ve 36 ile BAE finansal karmagiklik agisindan derecelendirilmistir. Tiirkiye en

yiiksek, BAE ise en diisiik sistemsel riske sahiptir; sermaye piyasasinin incelenen ekonomilerde etkili
bir rolii olmadig1 goriilmiistiir.

Anahtar Sozciikler : Finansal Karmasiklik, McCabe Karmasiklik Olgiitii, Tiirkiye, iran,
Suudi Arabistan, Birlesik Arap Emirlikleri.



Pourabdullah, F. & S. Makiyan & M. Hajamini & M.H. Zare (2025), “Financial Complexity: A
Comparison Study of Tiirkiye, Iran, Saudi Arabia and the UAE”, Sosyoekonomi, 33(64), 61-76.

1. Introduction

The economic efficiency and stability of the country's financial sector are essential
for achieving a healthy economy. The financial market has a significant capacity to drive a
country’s growth and development. This market is the core of the economic system, and if
this fails, the performance of the economic system as a whole will suffer. In other words, the
ability of markets and financial institutions to reduce market friction can lead to a more
efficient allocation of resources, thereby accelerating long-term economic growth
(Diamond, 1984; Boyd & Prescott, 1986; King & Levine, 2010).

Nearly all opinions suggest that financial markets may sometimes be too
interconnected, thereby creating systemic risk. The risk in these markets could cause
significant damage and losses to the global economy. Previously, it was discussed that some
companies or institutions are so large that their failure may have worse consequences for the
economic system (ECB, 2010).

Systemic risk in financial markets refers to the potential for a sudden collapse of a
financial system, resulting in instability within the financial markets. Since this risk has a
pervasive effect on the entire system and is quickly transmitted to the entire capital market
or the country's economy, it is referred to as systemic risk. The simultaneous movement
between different market segments causes this risk. In other words, systemic risk occurs
when there is a high correlation between the risks and crises of various market segments
(Acharya et al., 2009). The systemic risk in a country’s economy may depend on the degree
of complexity and interconnection between the country’s economy and its financial sector.
One way to assess a country’s systemic risk is to examine its financial system using network
theory.

In network science, the structure of networks plays an essential role in directing
micro-events to macro-phenomena. This issue will worsen when there is a high correlation
between different market parts. In other words, the behaviour of networks is influenced by
their structure. It is necessary to model these systems to investigate the structure of complex
and real networks such as economic systems. In the financial sector, the strong potential of
network analysis has recently been highlighted as a tool to understand better financial
markets and models, as well as assess systemic risk. In other words, the global financial
system can be shown as a large, complex network (Caccioli et al., 2018). Financial networks,
like stock markets, are complex systems that can be modelled and analysed using network
science techniques.

Market structure studies conducted from a network perspective can significantly
enrich the traditional perspective adopted in economics. Network analysis, which considers
the overall structure of the network, contributes to existing theoretical results on systemic
risk in the interbank market and provides a stronger basis for assessing contagion risk
through simulations. In general, there are three stages to control systemic risk as a scientific
research field; the first step is to understand and model the mechanisms and phenomena of
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the real world, the second is to predict the future state of the system, and the third and last
step is to regulate the system to prevent the occurrence of undesirable happenings. For this
purpose, this paper aims to calculate systemic risk by measuring the complexity of a
financial system.

2. Background Literature

Raddant & Kennett (2016) examined the network of financial markets in an article.
For this purpose, they analysed 4000 stocks from 15 countries and estimated the statistical
relationships between pairs of stocks from different markets using the regression and
GARCH methods. The results showed that countries such as the United States and Germany
are at the core of the global stock market. Additionally, the energy, materials, and financial
sectors play a crucial role in connecting markets, a role that has intensified over time for the
energy and materials sectors. They also calculated interconnectedness using network theory
to depict the relationship between sectors and capital markets.

Gofman (2017) estimated a network-based model of the over-the-counter interbank
loan market in the United States to investigate the effectiveness and stability of the bank size
restriction policy proposed to reduce financial network entanglement and improve financial
stability. Results showed that transaction efficiency decreases with limitations in interaction
and the shrinking of the banking network as intermediary chains become more extended and
limit the linking of banks to each other, leading to increased financial stability.

Using network analysis, Tang et al. (2018) studied two major markets, China and the
United States of America. The research found that the characteristics of the networks and
hierarchical structures differ between the two stock markets.

Chowdhury et al. (2018), in a study titled The Changing Network of Financial
Linkage: the Asian Experience, which the Asian Development Bank publishes, investigated
the changing network of financial markets for six periods from 1995 to 2016, constructing a
network that captures the concepts of the direction of links between markets, the significance
of these links, and their strength. Emphasis is placed on the transition of the networks before
and after the Asian financial crisis of 1997-1998 and the global financial crisis of 2008-2009.
The analysis encompasses 19 European countries, including Tiirkiye, 15 countries from Asia
and the Pacific, two from Africa, two from North America, and four from Latin America.
The analysis reveals an increase in interconnectedness during periods of stress and a decline
in links following crisis periods. Results indicate a general deepening of connections
between the Asian market and the rest of the world over the past two decades. They suggest
that many of these markets have transitioned from being primarily linked to developed non-
Asian markets through key bridge markets, such as Hong Kong and China, to creating
stronger direct links with these external markets, highlighting the importance of key
geographical nodes in market development.
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Espinosa-Vega and Russel (2020) developed a theoretical model to investigate the
relationship between the entanglement of financial institutions, systemic financial crises, and
long-term recessions. The financial institutions examined in this research are banks, and the
relationship between banks is defined only through the transfer of assets.

Using the Lorenz model, Liao et al. (2020) introduced a system of differential
equations to simulate a financial system. Results indicated that the behaviour of this system
was unpredictable and sensitive to initial conditions. Examining the dynamics of this system
showed pseudo-random behaviour. In other words, the financial model exhibits chaotic
behaviour, according to the assumptions made in the research. Therefore, the financial
system is complex.

Botta et al. (2022) presented an agent-based model that integrates an increasingly
complex financial sector with a real aspect of the economy. This study examined the impact
of the increasing complexity of the financial system and its associated financial products on
economic growth, macroeconomic stability, and income inequality. The simulation results
of this research indicate that although higher financial complexity may lead to faster
economic growth, it also contributes to financial fragility in an economic system prone to
crisis and exacerbates income inequality.

Li et al. (2022) investigated the effect of financial network complexity on financial
stability. Due to the difficulty of modelling the real financial network, random matrices were
used as a substitute for the financial network matrix.

Salim et al. (2023) employed a network model to examine the interrelationship
between financial data in the capital market. For this purpose, they utilised the United States
stock market statistics for the period 2002-2019, the principal component analysis (PCA)
method, and the Granger causality test. According to their research, the correlation
coefficient for the studied stock returns is statistically significant, indicating a strong initial
relationship and daily movement in the market under study.

Most studies have examined only a part of the financial market and have been done
in one or two countries. The present study aims to investigate and compare four countries
(Turkiye, Iran, Saudi Arabia, and the United Arab Emirates) from the perspective of
financial institutions and their relationship and influence on the entire economy because in
emerging economies in recent years, the flow of capital entering the country has increased,
which has brought high returns and exposed the financial system to potential risks, including
systemic risk. The ability to manage these flows largely depends on the level of complexity
of the domestic financial network; therefore, it is necessary to examine the financial
networks of these countries and their corresponding levels of complexity. In the upcoming
research, the financial systems of Tiirkiye, Iran, Saudi Arabia, and the UAE will be examined
from the perspective of financial development variables. For this purpose, using the financial
development variables provided by the World Bank, all aspects of the financial sector in
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these countries have been considered, and the financial network for each country has been
calculated and analysed.

3. The Importance of Research

The necessity of achieving a healthy economy in any country lies in the efficiency
and capability of the country's financial sector. In general, the task of the financial sector in
the economy is to transfer credit funds and capital from savers, financial institutions, and
capital owners to investors, producers of goods and services, and the government. One of
the other tasks of this sector is to move with the real sector of the economy, which provides
the flow of goods and services from producers to consumers and human power from
households to producers. These processes require financial exchanges, which, alongside
technological advancements, lead to an increase in complexity and entanglement within
countries' financial systems. On the one hand, increasing complexity in the financial system
leads to higher efficiency, faster economic growth, and ease and speed of financial
transactions. On the other hand, it has created challenges and increased costs, making the
financial system more vulnerable and ultimately rendering the financial markets more
fragile. For this reason, examining the financial systems of countries from the perspective
of network analysis, measuring their complexity, and exploring ways to reduce it in
economic and financial systems, as well as the decision-making processes, is critical.

4. Financial System Network Methodology

The financial market comprises various components, including commercial banks,
insurance companies, hedge funds, individual investors, and central banks. These
components interact through the buying and selling of financial assets, creating complex
networks of financial liabilities, mutual assets, and correlations in asset returns (Caccioli et
al., 2018). The advantage of modelling the financial system as a complex network is that it
is possible to directly analyse the complex feedback between micro and macro phenomena
without simplifying the structure of financial links. The network approach to financial
systems is essential for assessing systemic risk and financial stability. It can help reduce or
increase the external effects that the risk associated with a single institution may cause to the
entire system.

Modelling a financial network with numerous connections is crucial because each
connection can potentially amplify the spread of contagion within the financial network.
Additionally, any connection between system components in the financial system increases
systemic risk in a non-linear manner (Tabak et al., 2018). Kumar (2018) states that systemic
risk refers to the risk of the entire financial system collapsing, which is caused by the
weakness of the structure or correlation within the financial system as a whole. Systemic
risk occurs when there is a high correlation between different market segments. In other
words, the basis of systemic risk is the correlation between losses (Ostad et al., 2021). The
systemic risk depends on the collective behaviour of financial network components and their
degree of interconnection.
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The complex structure of links between financial institutions and infrastructures, as
well as among sectors of the economy or entire financial systems, can be represented using
a network representation or graph. By understanding the financial system as a complex and
dynamic network, empirically analysing its characteristics, and developing contagion and
behavioural models, one can gain a deeper understanding of systemic risk and identify better
variables, institutions, and financial markets that have systemic importance.

Therefore, to model the financial system, it is necessary to specify its components
separately and then calculate the relationship between these components using the
correlation coefficient. Since any country’s financial system aims to achieve financial
development, the World Bank’s Global Financial Development Database has developed a
comprehensive and relatively simple conceptual framework for measuring financial
development worldwide. This framework identifies four key variables that indicate the good
performance of a financial system: financial depth, accessibility, efficiency, and stability.
These four dimensions are then measured for two primary components in the financial
sector: financial institutions and financial markets.

The selected variables for examining the financial system in the selected countries of
the region (Tirkiye, Iran, Saudi Arabia, and the UAE), according to the statistics available
in the World Bank reports, are described in Table 1. There are 22 variables; 12 variables fall
into the financial depth category, two variables are categorised as efficiency, one variable is
related to instability, and the rest are classified as 'others'. These variables are primarily
located in the financial institutions group, with three specifically related to financial markets.
Financial institutions, including banks, other depository financial institutions, and insurance
institutions. Financial markets encompass the stock market and the OTC (over-the-counter)
market.

Table: 1
Details of Variables
Row | Variable Index Name Description Symbol
. . . - . Domestic money banks provide the private sector with financial resources as a share of
1 Financial | - Private credit by deposit GDP. They comprise commercial banks and other financial institutions that accept DI.01
Depth money banks to GDP(%) : 5
transferable deposits, such as demand deposits.
Total assets held by deposit money banks as a share of GDP. Assets include claims on
Financial Deposit money banks’ the domestic real n_onfin_ancial sector, whi_ch comprises c_entral, state, and Io_cal
2 Depth assets to GDP(%) governments1 nonfmanuaj public enterprises, _amd the r_Jrlv_ate ;ector. Deposit money D1.02
banks comprise commercial banks and other financial institutions that accept
transferable deposits, such as demand deposits.
Total assets held by deposit money banks as a share of the sum of deposit money bank
Deposit money bank assets | and Central Bank claims on the domestic nonfinancial real sector. Assets include claims
3 Financial to deposit money bank | on the domestic real nonfinancial sector, which comprises central, state, and local DI04
Depth assets and central bank governments, nonfinancial public enterprises, and the private sector. Deposit money .
assets(%) banks comprise commercial banks and other financial institutions that accept
transferable deposits, such as demand deposits.
The ratio of liquid liabilities to GDP. Liquid liabilities are also known as broad money or
M3. They are the sum of currency and deposits in the central bank (M0), plus five
4 Financial | Liquid liabilities to GDP | transferable deposits and electronic currency (M1), plus time and savings deposits, DIOS
Depth (%) foreign currency transferable deposits, certificates of deposit, and securities repurchase :
agreements (M2), plus travellers' checks, foreign currency, time deposits, commercial
paper, and shares of mutual funds held by residents.
5 Financial Central bank assets to The ratio of central bank assets to GDP. Central bank assets are claims on the domestic DI.06
Depth GDP(%) real non-financial sector by the central bank. |
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6 Financial | Financial system deposits | Demand, time and saving deposits in deposit banks and other financial institutions as a DI.08
Depth to GDP(%) share of GDP. )
7 Financial Life insurance premium | The ratio of life insurance premium volume to GDP. Premium volume refers to the DI.09
Depth volume to GDP(%) insurer’s direct premiums earned or received during the preceding calendar year. )
Financial N_onlife insurance The ratio o_f non-life _insurance premium volume to GDP. Premiu_m volume_refers to the
8 premium volume to GDP | insurer’s direct premiums earned (for Property/Casualty) or received (for Life/Health) D110
Depth o - ;
(%) during the preceding calendar year.
Financial Private credit Py de.pos't Private credit by deposit money banks and other financial institutions as a percentage of
9 Depth ) bgnkg and financial GDP. DI.12
institutions to GDP(%)
Domestic credit to the private sector refers to financial resources provided to the private
10 Financial | Domestic credit to private | sector, such as loans, purchases of non-equity securities, trade credits, and other accounts DI14
Depth sector (% of GDP) receivable that establish a claim for repayment. For some countries, these claims include ’
credit to public enterprises.
11 Flgea;tcr:al Stock ngrl((}eltjg?&:;ahsatlon The total value of all listed shares in a stock market is a percentage of the country's GDP. | DM.01
12 Financial | Stock market total value | The total value of all traded shares in a stock market exchange is a percentage of the DM.02
Depth traded to GDP(%) country's GDP. i
13 | Efficiency Stock market_(%)turnover The_ tot_al \(alue of shares traded during the period is divided by the average market EM.OL
ratio capitalisation.
14 | Efficiency Credit to government and | The ratio of credit extended by domestic banks to the government and state-owned E1.08
enterprises to GDP(%) enterprises to GDP. )
Domestic money banks provide financial resources to the private sector as a share of
15 | Stability Bank credit to bank total deposits. Domestic money banks comprise commercial banks and other financial S1.04
(%)deposits institutions that accept transferable deposits, such as demand deposits. Total deposits .
include demand, time, and savings deposits in banks.
The total value of demand, time and saving deposits at domestic deposit money banks as
16 Other Bank deposits to (%) GDP | a share of GDP. Deposit money banks comprise commercial banks and other financial 01.02
institutions that accept transferable deposits, such as demand deposits.
External loans and
17 Other dep\;)issl_t;_\c:ifsr::}?eorbt;:ai?]znks E:rrﬁg;ageec?;loans and deposits of reporting banks to the domestic bank deposits in the o110
sector (% of domestic bank .
deposits)
External loans and
deposits of reporting banks . .
18 Other vis-a-vis the nonbanking E:rrﬁEtag:c[t);rl?r?r:jsoﬁ::sﬂzpt?:r:f g;‘ rgsitgsmng banks compared to those of the non- o1l
sectors (% of bank 9 P .
deposits)
External loans and
19 Other de_posits_ of reporting banks | Percentage pf loans and deposits of reporting banks compared to all sectors in domestic o112
vis-a-vis all sectors (% of | bank deposits. !
bank deposits)
Workers’ remittances and compensation of employees comprise current transfers by
20 Other Remittance inflows (%)to migraqt workerfs, as well_as wages an_d sala(i_es earned by non-resident workers. Data o113
GDP comprise three items defined in the fifth edition of the IMF’s Balance of Payments: !
workers’ remittances, compensation of employees, and migrants’ transfers.
The ratio of consolidated foreign claims to GDP among banks reporting to the BIS. In
Consolidated foreign the consolidated banking statistics, claims granted to nonresidents are referred to as
21 Other claims of BIS reporting | cross-border claims. Local claims refer to the foreign affiliates (branches or subsidiaries) | Ol.14
banks to (%) GDP of domestic banks in the host country, which are resident in the country of the host
country's residents.
22 Other Th?{?ﬂ%gis'@z;‘gﬁ;'ng Ratios calculated by White Clarke Global Leasing Report. Ol.17

Reference: World Bank Report.

The first step is to identify the variables. If the correlation between pairs of variables
is calculated, their relationship with each other is determined. Considering that the financial
sector is a dynamic system, the investigated variables are examined during the investigated
period to capture the dynamics within this system. For this purpose, the required data for the
countries of Tiirkiye, Iran, Saudi Arabia, and the United Arab Emirates were examined from
2005 to 2020, the last year of available data.

After defining the variables, the next step is to calculate the correlation matrix
between pairs of variables. The interaction network, based on the correlation matrix, is used
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to analyse the type and level of connection between components in the financial network of
these countries. To do this, the Pearson correlation (equation no. 1) is used to obtain the
correlation matrix of the indicators of the financial system for the examined variables for
each country:

pij(at) -0 __ )
W =)0 -))

The correlation matrix between the inspected variables, calculated at a 1%
significance level, is generated using SPSS software to input the adjacency matrix. The third
step is to estimate the adjacency matrix, which is defined by Equation 2. If the correlation
between two variables is significant, a value of 1 is placed in the matrix; otherwise, a value
of 0 is placed in the matrix.

1 if (Vi,Vj)eE} ?

Aun [l J]:{O otherwise

For analysing the financial system, using network analysis, the graph of the financial
system should be drawn, which is step four, known as drawing a network for a financial
system. The use of graphs in social network research has clarified many complex phenomena
(Morzy et al., 2017). These simple extensions or refinements of binary simple graphs offer
powerful tools for understanding complex interrelations across multiple settings. In a
multilayered network, when networks are observed over time, pairs of nodes can become
connected (Koskinen et al., 2023).

A given network can be represented in several ways, for example, using an adjacency
matrix defined as Equation 2. Each of the network's components is related to each other
(Pearson’s correlation coefficient is significant at the 1% level), as indicated by the number
1. Conversely, variables and components that are unrelated to each other are assigned a value
of 0. The calculation of the adjacency matrix is used as input for the graph, and the resulting
graph is examined in terms of its structure and performance. Additionally, for complexity
calculations, the adjacency matrix will serve as the input for the financial network. We used
Python software to create a network or graph of the financial systems of the countries under
investigation, where the inputs were the adjacency matrices calculated for each country.

Finding useful visual representations of the graphs of a complex process is equivalent
to finding a good dimensional reduction of an N-dimensional system, where N is the number
of nodes. A graph or network is one of the most comprehensive methods for calculation and
forecasting in a system. Networks are becoming increasingly important in contemporary
information science because they provide a holistic model for representing many real-world
phenomena (Morzy et al., 2017). A graph is the best way to convey complex networks
because it allows for a comprehensive model representing many real-world phenomena. A
system with a more significant number of components and a higher degree of
interconnection is more complex.
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In general, a network (or graph) is a visual representation of a set of interconnected
components. Each of these components is referred to as a “vertex” or “node”. Vertices are
also connected through “edges”. A graph is defined as (V, E), where V is the set of vertices
and E is the set of edges. A network is an ordered pair G = (0), where V = {V1, ..., VN}is
the set of vertices (nodes) of this network and E = {(Vi, Vj) € V x V} is the set of edges.

5. Internal Financial Network Analysis
5.1 Central Criteria

A key concept in network analysis that also applies to the financial system is
centrality. In a broad sense, centrality refers to the importance of a node in the network.
Traditional centrality measures the number of links ending at a node (degree) or leaving a
given node or the distance from other vertices via the shortest paths. In other words, the
variable with the most significant number of links to other variables is at the core or centre
of the network, and changes in this variable affect most of the variables in the network, also
transferring the behaviour of other variables to the entire network. Therefore, it is very
important to identify the core variable in the network.

5.2 Network Structure

In a network, a variable may not be related to any of the variables in the network;
however, when it is related to other variables, the properties and behaviour of a node
(component) cannot be analysed based solely on the properties and behaviours of that node.
This node may be influenced by nodes linked to it and nodes with no direct link but are
connected and affected. Therefore, to understand the behaviour of a node, the behaviour of
many nodes must be analysed, including nodes that may be several nodes away from each
other in the network. Additionally, the number of loops formed in a network impacts the
overall performance of the entire network.

5.3 Network Complexity Measuring

One method of analysing a network is to examine it from the perspective of
complexity or interconnectedness. Complexity refers to the quality or state of being
complicated to understand, perform, or create. Complexity is often associated with
uncertainty, a lack of control, or a lack of transparency (Cambridge Dictionary). One of the
most widely accepted indicators of network complexity is McCabe’s cyclomatic number,
calculated according to Equation 3, which involves five steps or a final step.

V(G)=E—-N+2 ®)

In this equation, E is the number of edges, and N is the number of nodes in the
network or graph. V(G) represents the maximum number of independent paths that can be
represented through the network. Table 2 provides an overview of the complexity number
and the corresponding meaning of V(G).
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Table: 2
Concept of Graph Complexity Number
Complexity Concept Systemic Risk
10-1 Structured graph, high testability Low
20-10 Complex graph, medium testability Medium
40-20 Complex graph, low testability High
40> Graph too complex, untestable Too high

Sources: <http://www.mccabe.com/>.

6. Experimental Results of the Research

The limitation of this study was accessing data for all investigated countries. Since
this research aims to examine the financial network of Tiirkiye, Iran, Saudi Arabia, and the
UAE, for the results to be comparable, the selected variables must have sufficient overlap
for comparison. For this, 22 financial development variables provided by the World Bank
have been selected. In Tiirkiye and Iran, data were available for 22 financial development
variables covering the entire study period from 2005 to 2020, the last year of data
availability. For Saudi Arabia and the United Arab Emirates, data were available for 18 and
19 variables, respectively.

To examine the financial network, it is necessary to re-examine the steps of the
network analysis. In brief, the correlation matrix was calculated for pairs of variables across
these countries. Then, the Adjacency matrix is obtained using the correlation matrix. For the
pair of variables with a significant correlation at the 1% level, the value is 1; otherwise, it is
0. The adjacency matrix was calculated for all four countries; the results are in the appendix.
Using the Adjacency matrix, the financial network of each country is drawn separately using
Python software. The results are shown in the set of figures below.

Tiirkiye’s Financial Network Iran’s Financial Network

—
—
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Saudi Arabia’s Financial Network UAE’s Financial Network
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In Turkiye's financial graph, private credit by deposit money banks and other
financial institutions to GDP (DI.12) and private credit by deposit money banks to GDP
(D1.01) have 16 connections with different variables in the network, representing the highest
number of edges in Tirkiye's financial network. In general, it can be concluded that in
Tiirkiye, credits paid to the private sector are the most important part of the financial
network. In other words, it forms the core of this network. Stock market capitalisation to
GDP (DM.01) in the financial graph of Tiirkiye is not related to any variable and is
considered a neutral variable. The amount of complexity calculated using the McCabe
number for Tiirkiye’s financial network, using equation 3, has been obtained at 95, which is
the highest in all the countries in this study and indicates a very high complexity in this
country, which creates a too high systemic risk as a result of this high complexity.

In the graph drawn for Iran's financial system, Credit to the government and state-
owned enterprises as a percentage of GDP (EI1.08) and domestic credit to the private sector
(DI.14) have 15 edges, with the highest number of edges in the financial graph. After these
two variables, credit by deposit money banks to GDP (DI.01) and private credit by deposit
money banks and other financial institutions to GDP (DI1.12) have the highest number of
edges, i.e. 12. In other words, the variables related to government, domestic, and private
credits are at the core of Iran’s financial network, so banks and credits in the financial graph
play a central role in Iran's financial system. Moreover, the stock market turnover ratio
(EM.01) is unrelated to any other variable in the existing financial system. Additionally,
stock market capitalisation to GDP (DM.01) and Stock market total value traded to GDP
(DM.02), the only capital market variables examined in this study, are related and not
associated with other variables. The calculated complexity number for Iran’s financial graph
is 77, indicating that the system's complexity and systemic risk in this network is too high.
In other words, considering that the model's components exhibit a high degree of correlation,
there is a possibility of system collapse, particularly in the banking and credit sectors, which
could lead to a crisis.

In the case of Saudi Arabia, the ratio of financial system deposits to GDP (D1.08) has
a significant relationship with 13 variables in the network. Therefore, this variable is the
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core of Saudi Arabia’s financial network. Liquid liabilities to GDP (D1.05) are related to 12
variables in the network and are placed after the core variable. In the Saudi financial
network, the neutral variable with little or no significant relationship with another part of the
financial system is a credit to the government. State-owned enterprises to GDP (EI.08):
According to the calculations, the complexity number obtained for Saudi Arabia is 49, which
is lower than that of Tiirkiye and Iran. Still, according to the interpretation presented in Table
2, this graph is also classified as having a high complexity and too systemic risk.

In the UAE’s financial network, similar to Tirkiye, private credit by deposit money
banks and other financial institutions as a percentage of GDP (D1.12) is the network's core.
In the financial network of this country, the variables DM.02 and EM.01, i.e., the stock
market's total value as a percentage of GDP and the stock market turnover ratio, are closely
related and do not exhibit a significant correlation with other variables. This issue can lead
to the conclusion that in the financial network of the UAE, bank and private sector credits
are among the most critical components of this network, while financial markets have a
partial effect on this network and operate independently of it. The calculated complexity
number for the UAE is 36, indicating high complexity. However, this amount is lower
compared to Tiirkiye, Iran, and Saudi Arabia, suggesting the lowest systemic risk among the
four countries under review.

Table 3 summarises the results of the analysis of the drawn financial networks in
terms of the number of financial complexities using equation 3.

Table: 3
Results of Network Graphs: 2005-2020
Country Number of variables | Number of edges | Central Variable(s) in the graph | McCabe’s Complexity Number | Systemic Risk
Tiirkiye 22 115 D1.01-DI.12 (115-22)+2=95 Too high
Iran 22 97 DI.14 - EI.08 (97-22)+2=77 Too high
Saudi Arabia 18 65 DI.08 (65-18)+2=49 Too high
UAE 19 53 DI.12 (53-19)+2=36 High

According to the surveys, the core of the financial network in each of the four
countries is comprised of variables related to financial depth, i.e., banks and other financial
institutions. In Tirkiye, Iran, and the UAE, credits play an effective role, while in Saudi
Arabia, deposits are more important than credits. Additionally, in all four countries, the
capital market is relatively unimportant in the financial network and functions as a distinct
part of the economy. Moreover, in Iran, the government plays a significant role in the
financial sector, whereas in other countries, the role of the private sector in the financial
economy is more prominent.

7. Conclusion and Policy Recommendation

In this article, the level of financial complexity in Tiirkiye, Iran, Saudi Arabia, and
the UAE is calculated and analysed using McCabe’s complexity method and the financial
development variables provided by the World Bank from 2005 to 2020. The results of the
investigations show that the calculated complexity numbers for Tiirkiye, Iran, and Saudi
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Avrabia are 95, 77 and 49, respectively. According to the results, i.e. the financial complexity
numbers, Tiirkiye, Iran and Saudi Arabia have very high complexity and consequently high
systemic risk. Compared to these three countries, the UAE has the lowest complexity score
of 36 and exhibits the lowest systemic risk among the three mentioned countries.

Additionally, the financial graph (network) investigation reveals that, during the
period under investigation, the primary and core sectors in the financial systems of the four
countries are banks and credit institutions, specifically the money market. This means the
capital market does not play a decisive role in their economy. Moreover, in Iran, the
government plays a more significant role than the private sector, whereas the private sector
is more influential in Tirkiye, Saudi Arabia, and the UAE. In Tiirkiye, Iran and the United
Arab Emirates, credits are significant, but deposits are more critical in Saudi Arabia.

McCabe’s high complexity number, and thus, high systemic risk in all of these
countries, indicates that the financial systems in these countries are fragile in the event of a
sudden change in their financial sector, which can significantly impact the entire system. So
policymakers can improve and track the results of the policies they adopt in the financial
system. Therefore, they should be more cautious in their financial system strategies.
Additionally, the core of financial systems prioritises policymakers for appropriate reform
in the financial system. According to the results, based on the importance of the banking
sector in all investigated countries, the money market is more effective than the capital
market. This suggests that debt-based financing is more prevalent in the money markets of
these countries than asset-based funding in their capital markets.

To reduce the financial complexity and systemic risk in these countries, it is
necessary to decentralise the financial system. According to the results obtained for the
countries investigated governments must focus on developing the capital market in the
financial market rather than the money market. For this purpose, governments can facilitate
the process of companies entering the capital market, thereby reducing the influence of the
money market while also developing capital markets. Therefore, the financial system will
be diversified similarly.

To reduce financial complexity, we suggest that company financing should be
through the capital market rather than banks and the money market, especially in Iran,
Tirkiye, and Saudi Arabia, which have high McCabe complexity numbers, identifying high
systemic risk.
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Appendix: Research Findings
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Abstract

This study revisits the unusual relationship between infant mortality and economic growth in
Tiirkiye between 1960 and 2010, considering the effects of female education. The independent
influences of economic development and women’s education on infant mortality are assessed using
fractional polynomial regressions applied to World Bank data on 108 middle-income countries, as well
as indirect mortality estimations and logistic regressions with Turkish census data from 1985 to 2000
and Demographic and Health Surveys from 1993 to 2008. Results show that Tirkiye consistently
displayed higher levels of infant mortality in comparison to other countries at similar levels of
economic development, but eliminating significant within-country disparities in women’s primary and
secondary school education could have removed both subpopulation-level heterogeneity in death rates
and population-level excess deaths.

Keywords :  Infant Mortality Rates, Economic Development, Maternal Education,
Socioeconomic Factors.
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Oz

Bu ¢aligma bebek 6limleri ile ekonomik biiyliime arasindaki Tiirkiye’ye 6zgii iliskiyi yeniden
degerlendirerek, iilkenin kadin niifus egitim diizeyinin bu iliskiyi nasil etkilemis olabilecegini
sorgulamaktadir. 1960 ve 2010 yillar1 arasinda ekonomik biiyiime ve anne egitiminin birbirlerinden
bagimsiz olarak 6liim hizlar {izerindeki etkileri Diinya Bankasi'nin 108 orta-gelirli tlkeye iligkin
verileri ile kullanilan kesirli polinom regresyonlari, 1985-2000 niifus sayimi ve 1993-2008
Demografik ve Saglik Arastirmasi verilerine uygulanan Brass dolayli 61iim tahmin metodu, ve lojistik
regresyonlar ile incelenmektedir. Sonuglar, diger orta-gelirli tilkelerle karsilastirildiginda Tiirkiye'nin
stirekli olarak beklenenden yiiksek seviyelerde bebek 6liim hizi sergiledigini, ancak annelerin

egitimindeki esitsizliklere yatinm yapilmis olmasi halinde hem tilke genelindeki fazladan 6liimlerin
hem de alt niifus diizeyinde 6liim hizlarindaki heterojenligin ortadan kaldirabilecegini gostermektedir.

Anahtar Sozciikler . Bebek Oliim Hizlar1, Ekonomik Kalkinma, Anne Egitimi,
Sosyoekonomik Faktorler.
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1. Introduction

Infant mortality rates (IMRs) in developing countries are considered to be the most
responsive to economic progress among various measures of mortality, as repeatedly
indicated by higher-order correlation coefficients recorded between countries’ IMRs and
GDP per capita levels (Preston, 1975; Hanmer et al., 2003; Preston, 2007; Schady &
Friedman, 2007; Baird et al., 2011). Comprising the value of all goods and services produced
within a specified period, GDP is considered the most reliable indicator of a country's living
standards. Its growth as an aggregate income level implies a more significant real
consumption of items by families, such as food, housing, and access to medical services,
which positively affect health. While the association of GDP levels with mortality is
significant due to the multiplicity of factors represented by GDP as an indicator, its relation
with infant mortality is even stronger because mortality from infectious diseases to which
infants and children are most vulnerable is primarily reactive to rising income and nutritional
status levels (Preston, 1980; Cutler et al., 2006; Preston, 2007).

Tirkiye’s infant mortality trends in the second half of the twentieth century have been
described as a ‘demographic puzzle’ by social scientists and demographers due to
persistently higher than expected or “excess” death rates given the levels of economic
progress (Gursoy, 1992; Gursoy, 1994; Aksit & Aksit, 1989; Behar et al., 1999; Koc &
Eryurt, 2017). For instance, Aksit and Aksit, who examined the determinants of infant and
child mortality in the 1980s, noted, “It is known that the historical relationship between
income and mortality can be highly variable during economic development, yet it is puzzling
that Sri Lanka with one-third of the Turkish GNP has half the Turkish infant mortality”
(1989: 571). Gursoy-Tezcan stated, “In Tiirkiye, as in most Middle Eastern countries, neither
the GNP per capita nor other development criteria seem to explain the high incidence of
infant deaths” (1992: 131). In addition, population studies from earlier years revealed that
national infant mortality rates were influenced by significant regional and provincial
disparities (Fisek, 1969; Shorter & Macura, 1982), with notable differences among
metropolitan, urban, and rural residential types (Shorter, 1969; Goldberg & Adlakha, 1969).
Although these studies acknowledged the role of uneven levels of modernisation and
industrialisation across Tiirkiye in contributing to such variations, most rather stressed the
role of sociocultural factors in delaying the infant mortality transition, particularly
problematising low levels of maternal education even in large urban centres (Fisek, 1989;
Goldberg & Adlakha, 1969; Aksit & Aksit, 1989).

Although it is known that Tiirkiye’s experience with IMRs was ‘exceptional’ in the
sense of being markedly at variance with what would have been expected based on economic
growth alone, the relationship between GDP and IMRs needs to be revalidated after
considering Tiirkiye's closing decades of transition. The same holds for the relationship
between female education and IMRs. More recent studies either use individual-level data
with a broad set of socio-economic variables without comparing the effects of mothers’
education and economic resources on mortality as separate determinants (Yanikkaya &
Selim, 2010; Yetim et al., 2021) or use aggregate- and individual-level data to specifically
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target its regional and/or ethnic variations (Eryurt & Koc, 2015; Koc et al., 2008). This
article presents the results of the most extensive study of its kind on Tiirkiye, encompassing
various levels of analysis, a comprehensive period, diverse data sources, and effective
empirical strategies, as well as the number of reports from reproductive-age women. It has
four main goals. First, it attempts to empirically update the analysis on the association
between IMR and national income levels until the very end of Tiirkiye’s infant mortality
transition, using a large cross-national dataset on lower- and upper-middle-income countries
between 1960 and 2010. This way, we can get a comprehensive picture of the extent of
population-level deviation (in excess deaths) from the shared experience in other developing
countries. Second, the paper tries to account for the influence of female schooling levels on
infant mortality in the same pool of countries using gender ratios in primary and secondary
education. Third, the study aims to produce mortality estimates to measure the extent of
within-country heterogeneities since the 1970s, obtained by applying the Brass method to
reports from over two million women regarding the survivorship of their children. In
addition, the role of maternal education in mitigating the main inequalities between the East
and the rest of the country, as well as between the Kurdish and Turkish populations, is
examined using counterfactual analysis with indirectly estimated IMRs and population
distributions. Fourth and last, the study tries to assess the independent effects of material
resources and maternal education on the risk of infant mortality in families, using survival
histories of children born between 1988 and 2008.

The following section introduces the economic and cultural theories of infectious
disease mortality decline, previously proposed by demographers who reported strong
associations and causal relationships of IMR with national income levels and maternal
education in developing countries. The method section describes the demographic
procedures and data used in Tirkiye’s aggregate and individual-level analyses. After
presenting the main findings in the results section, the paper addresses possible implications
of the conclusions of the discussion section and concludes.

2. Economic and Cultural Theories of Mortality Decline from Infectious
Diseases

Much of the significant and sustained reductions in mortality in the history of both
developed and developing countries have been due to decreased mortality from infectious
and parasitic diseases to which infants and children are the most vulnerable. These diseases
are commonly known as pneumonia, diarrhoea, whooping cough, measles, smallpox and
malaria. Previous theories that have been advanced to explain mortality declines from these
causes are divided between a) “Economic” explanations with an emphasis on improvements
in a population’s standards of living and b) “cultural” explanations that invoke ideational
shifts with which individuals conceive the medical causes of diseases, and methods of
prevention and treatment.

The economic argument with an emphasis on improving standards of living favoured
nutritional improvements as the leading cause of mortality decline in high-mortality
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populations due to two main reasons (McKeown, 1976; Fogel, 1986; Fogel, 2004): First,
economic improvements increase the per capita supply of food that alleviates the prevalence
of chronic or severe malnutrition. Second, economic development improves food quality
and dietary composition. It reduces nutritional deficiencies, such as iron and protein-energy
malnutrition, which are closely related to negative growth and health outcomes in infants
and young children. In addition, a reciprocal and synergistic relationship exists between
nutritional status and infection (Scrimshaw, 1968; Scrimshaw, 1997; Lunn, 1991).
Malnutrition is associated with a decrease in immunocompetence and increased
susceptibility to infectious diseases, whereas infection results in a more malnourished
subject, completing the vicious circle. Given that malnutrition is a significant factor in the
occurrence of infections and infections are a common precipitating factor of malnutrition,
the economic argument suggests that deaths from infectious diseases in a high-mortality
population cannot be eliminated in the absence of population-level improvements in
standards of living and nutritional status.

Cultural explanations of mortality decline have emphasised the role of socio-cultural
and behavioural factors as determinants of health and mortality improvements in developing
countries (Caldwell & McDonald, 1982; Caldwell, 1986, 1990, 1994). This emphasis was
based on a perception of mortality decline as a ‘social’ transition in addition to an ‘economic’
one, which required changes in attitudes toward life and death, as well as in the cultural and
normative contexts and systems of values, beliefs, ideologies, and normative pressures.
Maternal education, the most significant driver of social change, was associated with the
emergence of a new, calculating rationality that transformed the grounds of the processes of
decision-making about health, consequently moving these decisions from the realm of
custom and tradition (i.e. fatalism) to a legitimate object of rational choice (i.e. a sense of
control of destiny). Another key element produced by maternal education was the ability to
rattle the cage of cultural and traditional constraints: It was the most significant driver of
mortality decline, not primarily because of enhancing women’s involvement as mothers to
use and efficiently allocate the material resources available, but because of the greater
autonomy it brings with important health benefits for children, mainly through educated
mothers’ rejection of traditional age and sex differentiations in power, decision-making and
benefits in families.

Thus, earlier economic and cultural studies of mortality decline in developing
countries empirically investigated mortality reductions as a product of one of the two
fundamental sources of change at the population level: primarily as a function of profound
economic changes or somewhat independent of economic changes and dependent on
ideational shifts. Both groups of arguments were supported by evidence. The pioneering
work by Preston (1975, 1980, 1985), who decomposed mortality reductions into economic
and other structural factors, showed that mortality trends cannot be dissociated from
countries’ national income levels at any point in time, even though the cross-sectional
relationship might change due to other factors related to the availability and accessibility of
the new medical technologies. Other studies that followed Caldwell’s seminal work on
cultural effects demonstrated that maternal education had a strong, independent and positive
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impact on infant survival in developing countries, even after statistically controlling for other
important variables such as family income or urban/rural type of residence (Hobcraft et al.,
1984; Mensch et al., 1985; Cleland & van Ginneken, 1988; Cleland, 1990). These studies
identified numerous mechanisms between education and mortality and stated that educated
mothers attached a higher value to the welfare and health of their children, had greater
decision-making power on health-related matters, were less fatalistic about diseases and
death, more knowledgeable about disease and cure, more innovative in the use of remedies,
and more likely to adopt new codes of behaviour that have indirect but positive consequences
for the health of infants.

In more recent years, some studies presented updated empirical analyses on the
effects of economic growth and female education on infant and child mortality in developing
countries (Kuhn, 2010; Fuchs et al., 2010; Pamuk et al., 2011; Baker et al., 2011, Lutz and
Kebede, 2018). All of these studies were in agreement that children of better-educated
mothers are at a lower risk of mortality on all continents and across all levels of socio-
economic development. In addition, they empirically found that per capita GDP is such a
powerful determinant of mortality that any other powerful determinant (such as female
education) is better understood by first stripping out income effects. The findings on the
relative strength of economic growth and female education were consistent in that the impact
of education dominated that of income and wealth in both aggregate- and individual-level
analyses. For instance, Fuchs et al. (2010) used data from the Demographic and Health
Surveys (DHS) from Africa, Asia and Latin America to test the existence of independent
effects of education and wealth and to establish which effect is more important, found that
the educated poor was doing better than the uneducated with more incredible wealth in these
countries. Pamuk et al. (2011), who similarly used DHS from 43 low- and lower-income
nations, showed that the decline in the average odds of infant death with increasing education
level was more significant than the decline associated with household wealth at the national
level, but the impact of education was even more important in families and communities.

3. Methodology

Given the availability of information on past economic growth and mortality trends
for many countries today, it is possible to investigate this relationship for Tiirkiye and
determine to what extent its experience diverged from that of other developing countries.
The effect of national income on mortality levels in a group of countries can be estimated
by fractional polynomial modelling, as proposed by Royston and Altman (1994) and
Royston and Sauerbrei (2008). Fractional polynomials generalise the polynomial function,
allowing for a nonlinear relationship between a dependent variable (national income levels)
and an independent variable (IMRs), but require that all power terms are positive integers.
Fractional polynomial models are more flexible and permit fractional and negative
exponents, which is more appropriate if IMR drops rapidly with increasing GDP values until
it hits a floor. For a single predictor X, polynomial fractions are of the form:

Y= B0+ Bix+Box? + -+ Bpx" + ¢ @)
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where h (the degree of the polynomial) is selected from the set [-2, -1, -0.5, 0, 0.5, 1, 2, 3]
alone and in pairs, the Stata software attempts 44 different models involving these
polynomials. It selects a model with the best-fitting combination of powers. In models
involving repeated powers, the second term is multiplied by In (x). For instance, the model
FP (2,2) is of the form:

Y= o+ fix? + Bpx?In(x) O]

The most straightforward means of determining whether certain countries differ
significantly from others in their response to economic growth is to recompute the
relationship between national income per capita and infant mortality in a group of countries
and, on each occasion, employ a dummy variable representing a different country from the
group. This is equivalent to adding the country from which an observation derives as an
independent, explanatory variable to the equation. Since the dummy variable takes the value
of 1 if an observation is in a country and 0 otherwise, the coefficient of the dummy would
thus indicate by how much, on average, death rates in a particular country lie above or below
the regression line. The average excess infant mortality Tiirkiye (D=1) experienced between
1960 and 2010, compared to other middle-income countries, was obtained by applying this
procedure to cross-sectional data from 108 countries classified as either lower- or upper-
middle-income countries (World Bank, 2023). Repeating the same procedure for each
country enabled comparisons based on the sign and size of d;. The magnitude of excess
deaths was also viewed from a different angle, namely, by comparing observed mortality
levels in Tiirkiye with those expected if Tirkiye had experienced the same relation between
GDP and IMR as in other middle-income countries. To achieve this, the relationship between
detrended GDP and IMR in the pooled sample of countries (excluding Tiirkiye) was first
estimated and subsequently used, along with Tirkiye's GDP levels, to compute
counterfactual values. Ratios of observed to expected values were used to determine whether
Tiirkiye would have experienced lower IMRSs if the Turkish GDP time trend had remained
unchanged, but the relation between GDP and IMR in the pooled sample of developing
countries had prevailed. If this is the case, these ratios become measures of the extent of
Turkish “underachievement,” which can be explained by unmeasured factors unrelated to
GDP that have kept Tiirkiye’s IMR at levels exceeding those expected given its national
income levels. Finally, maternal education, the most significant indicator of unmeasured
(cultural) factors not related to GDP, was integrated into estimations in two steps by adding
the Gender Parity Index (GPI) in primary school education (i.e. ratio of female to male
students enrolled at the primary level of education) and GPI in secondary school education
(i.e. the ratio of female to male students enrolled at the secondary level of education) to the
relationship between GDP and IMRs in middle-income countries.

The next group of analyses were conducted at the subpopulation level. The study of
heterogeneity and subgroup analysis of infant mortality within Tirkiye by geographical
location, ethnicity, and maternal education relied on a robust indirect estimation method in
demography that specifically targets infant mortality. The Brass method, which
revolutionised the estimation of infant and child mortality in developing countries, uses the
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actual proportions of children born who have died to indicate infant mortality (Manual X
UN, 1983; Preston et al., 2001: 224-233). Because the sample size of mothers who report
about the survivorship of their children is the largest in a census, the Brass method was
primarily applied to the Turkish census data from 1985, 1990 and 2000, using proportions
of children ever born and proportions of children surviving by mother’s five-year age group.
However, four cross-sections of the DHS from 1993, 1998, 2003, and 2008 were also
analysed to verify the accuracy of the results by ethnicity. The UN software package for
mortality measurement, MORTPAK, and its CEBCS procedure were used to estimate IMRSs.
Turkish censuses could generate estimates for twenty-five years between 1971 and 1996,
and DHS data produced estimations between 1979 and 2004.

By default, the Brass method generates four sets of IMRs, each corresponding to one
of the four model life tables produced by the Coale-Demeny system (Coale & Demeny,
1966; Coale et al., 1983). Each model life table has a different pattern of age-specific
mortality and a characteristic pattern in early life mortality: The ‘north’ model is
distinguished by relatively low mortality in infancy and after age 50, ‘east’” model is
characterised by relatively high mortality in infancy and after age 50, ‘south’ model is
characterised by high mortality under age 5, low mortality at ages 40-60 and high mortality
over age 65, and ‘west’ model is identified as an ‘average’ mortality pattern. The reported
IMRs in this study were generated for the ‘south’ model (with Trussell’s set of adjustment
factors), as it historically aligns most closely with the Turkish experience (Shorter &
Macura, 1982). Appendix Figure 1 shows that country-level IMR estimates produced using
these specifications, based on reports from over 2 million women in the Turkish Censuses,
were highly similar to the IMRs reported by the World Bank (2023).

Figure: 1
Ratios of Observed to Expected IMR in Tiirkiye using the Relation between GDP and
IMR that Prevails in Middle-Income Countries
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Regional and ethnic variations in infant mortality were investigated by using regions,
regional and urban-rural combinations of locations, and the Kurdish ethnicity. Regional
analysis was limited to the Marmara, East Anatolia, and Southeast Anatolia regions to avoid
clutter. Geographical combinations were constructed as replicates of some of the categories
used by Shorter and Macura (1982) earlier, spanning the period from 1945 to 1970. They
included a) Istanbul and 1zmir, b) Urban West, ¢) Rural Central and d) Rural East. As no
direct question of ethnicity was available through census data, the estimation of Kurdish
infant mortality levels using census data was performed by selecting ten provinces in eastern
Tiirkiye where the percentage of Kurds in the total population was at least 60% in 1990
(Mutlu, 1996). This group of estimations was supported by DHS data that included answers
to a question about respondents’ native language and, therefore, provided a more accurate
measure of Kurdish ethnicity. Variations in maternal education with the Brass method were
estimated across mothers with less than primary education, primary education, secondary
education, and a university degree. Estimated IIMRs were later used to calculate the expected
reduction in infant mortality based on counterfactual scenarios, which assumed hypothetical
educational distributions of women at the country and subpopulation levels. These
counterfactual scenarios are helpful as they demonstrate the contribution of women’s
educational distribution to high death rates. They answer how much reduction in IMR would
be expected if every mother in the country or a given subpopulation had at least a primary
school education. Appendix Table 1 presents the sample size of women in each Brass
estimation with further explanations.

Lastly, an individual-level analysis of the main determinants of infant mortality was
conducted using the DHS data from 1993 to 2008. Although DHS data can capture only the
final years of Tiirkiye’s mortality transition, it is still rich in detailed survival histories for
children born in the last 5 years preceding the survey, as well as sociodemographic
indicators. Here, the main goal was to assess the independent effects of economic resources
and mothers’ education on utilising maternal and child health services and the risk of infant
mortality, controlling for other potentially confounding socio-demographic and socio-
economic characteristics of families, mothers and children. To achieve this, the pooled
individual recode file of ever-married women aged 15-49 was reshaped into a long format,
with children born to these women serving as the unit of observation. The outcome variables,
prenatal care and infant mortality were constructed as binary variables, taking a positive
value if the mother received prenatal care or the child died before their first birthday. The
formula of the logistic regressions that modelled prenatal care utilisation and risk of infant
mortality is:

P (outcome)
1-P (outcome)

In = ay PiXsy BaXoy ot BrXi 3

where P = Probability of prenatal care utilization or infant death

X = vector of independent variables (1-k)
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Household wealth, one of the two most important independent variables, was
categorised into five levels of economic status, ranging from the poorest to the wealthiest
households. The other crucial independent variable, the mother’s education, was constructed
as a categorical variable that differentiated between women with no education, women with
primary education, and women with secondary or higher education. Other socio-economic
variables included ethnicity, type of residence (urban or rural), five DHS regions, and the
father’s education. The mother’s age, sex, birth order of the child, and the survey year were
used as controls.

Table: 1
Significant Coefficients of Country Dummy Variables (di) in Fractional Polynomial
Regressions Relating National Income to Infant Mortality Rates in Middle-Income
Countries 1960-2010

Countries Coef. Std. Err. Countries Coef. Std. Err.
Angola 67,86 4,40 Vanuatu -13,76 4,46
Nigeria 57,17 3,58 Russian Federation -14,16 5,28
Cote d'lvoire 55,32 3,43 Georgia -14,22 5,50
Equatorial Guinea 52,19 4,62 Kenya -14,63 3,56
Benin 32,15 3,53 Jordan -14,88 3,73
Cameroon 31,33 3,51 Montenegro -14,99 7,60
Djibouti 30,40 5,03 Serbia -15,72 6,30
Haiti 30,27 3,54 Mauritius -15,90 4,28
Gabon 30,18 3,95 Colombia -16,13 3,54
Pakistan 30,10 3,53 Paraguay -16,97 3,72
Comoros 27,59 4,52 Grenada -17,11 4,35
Bolivia 26,44 3,52 Dominica -19,97 4,34
Algeria 24,24 3,53 Albania -20,26 4,84
Turkiye 23,42 3,58 Kyrgyz Republic -20,86 5,52
South Africa 22,09 4,17 Bulgaria -21,12 4,53
Bangladesh 22,05 3,57 Armenia -21,87 5,50
Nepal 20,02 3,63 Guyana -22,13 3,52
Egypt, Arab Rep. 19,55 3,71 Thailand -22,54 3,52
Senegal 18,01 3,53 Samoa -23,02 4,67
Lao PDR 16,80 4,88 Jamaica -23,27 3,55
Eswatini 16,64 3,53 Belarus -23,50 5,49
Bhutan 15,85 4,53 Vincent and the Grenadines -23,73 3,52
Namibia 15,48 4,54 Fiji -25,07 3,53
Morocco 15,44 3,53 Ukraine -26,23 5,13
India 15,34 3,56 Moldova -26,39 6,30
Guatemala 14,75 3,54 Costa Rica -26,40 3,53
Iran, Islamic Rep. 14,31 4,11 Philippines -27,42 3,52
Brazil 11,27 3,56 Bosnia and Herzegovina -27,44 6,10
Mauritania 11,07 3,57 Solomon Islands -27,46 3,83
Mongolia 10,91 4,60 Cuba -28,03 3,94
Peru 10,36 3,55 Malaysia -30,61 3,53
Argentina -7,80 3,98 Tonga -31,13 4,18
Belize -8,87 3,82 China -32,83 3,88
Zimbabwe -9,78 3,54 Vietnam -41,00 4,94
Lebanon -10,82 5,27 Sri Lanka -48,28 3,47
North Macedonia -11,95 5,50 Myanmar -51,80 3,89
St. Lucia -12,75 4,60

Notes: i. Only those middle-income countries with significant coefficients at the .95 confidence interval are shown here. ii. All models control for t
(Year 1959) using linear, quadratic and cubic terms. Data Source: The World Bank, World Development Indicators, 2023.

4. Results

Table 1 presents the ranked regression coefficients for country dummy variables,
which display significant effects on infant mortality levels, either positive or negative,
independent of the impact of economic growth jointly estimated for all countries between
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1960 and 2010. Those countries with coefficients (di) at either end of the list are ‘exceptions’
in the sense that their observed mortality levels significantly deviate from what would be
expected by the relationship between economic progress and infant mortality gains in the
pool of developing countries. Those countries that appear at the top are the underachievers,
displaying higher-than-expected rates of infant mortality, while those at the bottom are the
ones that outperform and reduce mortality beyond what would be expected given their
economic performance. The coefficient for Tiirkiye is both significant and positive, and it
appears to be the first coefficient from an upper-middle-income country in this list. It is also
more critical than the coefficients of countries such as Argentina, Brazil, Colombia, Bulgaria
and Ukraine, which have had similar economic performances to Tiirkiye. The value of the
coefficient indicates an average excess of 23.4 infant deaths per 1,000 births between 1960
and 2010, which cannot be explained solely by national income levels.

Another way to assess the magnitude of excess deaths is by comparing the observed
mortality levels with those expected if Tiirkiye had experienced the relationship between
GDP and IMR observed in other middle-income countries. To do this, the relation between
detrended GDP and IMR in the pooled sample of countries (excluding Tirkiye) is first
estimated (see Appendix Table 2). Next, Tiirkiye's GDP levels and the model's parameter
estimates are used to compute counterfactual values. Figure 1 displays ratios of observed to
expected values of IMR. Here, the ratios above unity indicate that if the Turkish GDP time
trend had remained unchanged, but the relation between GDP and IMR in the pooled sample
had prevailed (if Tirkiye had the same average relationship as other middle-income
countries), Turkiye would have experienced a significantly lower IMR. Until 2005, the ratios
hovered in the range of 1.19-1.86, suggesting that IMRs should have been up to 54% lower
than the observed, conditional on economic performance.

These ratios reflect the extent of unmeasured factors unrelated to GDP that
contributed to Tiirkiye’s IMR remaining at levels exceeding those expected, given its
economic achievements.

A plausible argument is that lagging improvements in female education, the most
significant driver of social change, delayed Tirkiye’s decline in infant mortality despite
improvements in national income. The results of two additional regressions, which include
GPI in primary school education and GPI in secondary education, are presented in Table 2.
Tiirkiye’s country variable is still significant but notably reduced after controlling for
female-to-male ratios in primary education and only loses its significance after controlling
for female-to-male ratios in secondary education: The initial country coefficient
corresponding to 23.4 excess deaths (per 1,000 births on average) in the first model, is
reduced almost by half to 12.3 in the second model, and later to 3.4 excess deaths (per 1,000
births on average) in the third model. Therefore, the gap in infant mortality between Tiirkiye
and other middle-income countries shrinks notably when we control for primary education
and disappears entirely when we control for secondary education, demonstrating the
powerful role of female education, independent of the effect of economic growth, on
mortality. Between Models 1 and 3, the coefficients associated with GDP are altered,
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indicating a weakened effect on IMR after including gender ratios in primary and secondary
education. For example, a $1,000 increase in GDP from $1,000 to $2,000 decreases the IMR
by 14.4%, 12.3%, and 10.2% in the first, second, and third models, respectively. Between
Model 2 and Model 3, the coefficient associated with gender ratios in primary education is
significantly reduced but remains statistically significant, and its magnitude is more
extensive than that associated with gender ratios in secondary education. While a one
percentage point increase in the male ratio in primary education decreases the IMR by 0.96
in the second model, a one percentage point increase in the to-male ratio in primary and
secondary education decreases the IMR by 0.40 and 0.38, respectively, in the third model.

Table: 2
Fractional Polynomial Regressions Relating National Income Levels and Female-To-
Male Ratios in Education to Infant and Child Mortality Rates Between 1960 and
2010 in Middle-Income Countries

Model | Model Il Model 11
Number of obs 4.001 2.766 2.024
F (6,3994) = 107485 (7,2758) = 789,18 (8,2015) = 621,26
Prob > F 0,0000 0,0000 0,0000
R-squared 0,62 0,67 0,7115
Coef. Std. Err. t Coef. Std. Err. t Coef. Std. Err. t
Constant 183,64 *k%x 290 63,39 | 20841 kkk 831 2509 | 21491 kxk 892 2411
gdp_1 29,13 x%kx 035 -2601| -1,94 kkx 008 -2412| -538 kkx 038 -1421
gdp_2 087 *x% 004 2359| 001 *%x*x 000 1612 050 HA%x 004 1256
GPl in primary school education -097 %%%x 003 -31,70| -041 k%% 0,05 -810
GPI in secondary school education -0,38  *%x 0,03 -13,02
Country dummy variable for Tiirkiye | 23,42 *%% 358 655 | 1232 %% 333 370 3,14 328 096
t -0,25 034 -073| 080 08 091 | -053 092 -057
"2 -005 *%x 001 -358| -007 x% 003 -250| -003 003  -1,07
t"3 000 %% 000 -2031] 000 %% 000 315 0,00 * 000 185

Notes: i. *** = p<0.01, ** = p<0.05, * = p<0.10. ii. After trying 44 different models involving polynomials, the selected model for Models 1, 2, and 3
uses the powers (0.5-0.5), (0.5-1), and (0.5-0.5) as the best-fitting combination of polynomials. iii. In Model 1 and Model 3, gdp_1 and gdp_2 reflect
the terms associated with (GDP per capita * 0.5) and (GDP per capita » 0.5) * In (GDP per capita), respectively. In Model 2, they reflect (GDP per
capita * 0.5) and (GDP per capita). Data Source: The World Bank, World Development Indicators, 2023.

Having established at the population level that higher levels of female education
would have exerted significant negative effects on infant mortality, independent of the
impact of economic growth, one can assess to what extent different distributions of maternal
education at the subpopulation level contributed to disparities in IMR across Tiirkiye. Infant
mortality trends across three regions and four regional and urban-rural combinations of
locations are displayed in Figure 2, demonstrating the principal axes of inequality in death
rates. The upper panel compares the most economically advanced Marmara region with the
least economically advanced regions of East and Southeast Anatolia. In the early 1970s,
when Tirkiye’s country-level IMR was 116 and regional IMRs ranged between 106 and
132, Southeast Anatolia was one of the regions with relatively lower mortality levels (IMR
= 112). Marmara and East Anatolia are high mortality regions with IMRs of 120 and 122,
respectively. Marmara experienced significant mortality gains from the 1970s onward, but
the decline curve in both the East Anatolia and Southeast Anatolia regions is less steep.
Although IMRs in the mid-1990s converged around 33 in most other regions, East Anatolia
and Southeast Anatolia had IMRs of 39 and 41, respectively. This corresponds to 18% and
24% more infant deaths in these regions at this time.
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Figure: 2
Estimated IMRs by Selected Regions and Geographical Divisions in Tiirkiye

Panel A Panel B
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Notes: i. Except for Istanbul and Izmir, all geographical divisions are measured by representative locations. The cities of Aydin and Usak represent the
urban West. Rural Kirsehir and Sivas represent rural Central Anatolia. Rural Mardin, Hakkari, Siirt, Sirnak, Kars, Igdir and Ardahan represent rural
East. These arbitrary choices may differ from those in urban and rural units in Shorter and Macura's (1982) estimations.

The lower panel examines geographical variations in infant mortality in two ways:
first, by presenting earlier IMR estimates from Shorter and Macura (1982) for the period
1945-1970, and second, by distinguishing between metropolitan, urban, and rural areas. This
graph compares the country's most advanced regions: two metropolitan centres in the west,
less-industrialized urban centres in the West, and the least developed rural areas in central
and eastern Tiirkiye. At first glance, the results indicate a significant fluctuation in initial
mortality rates across the country, with an IMR of 260 at the national level reflecting very
different mortality experiences. In the mid-1940s, for instance, a significant gap existed in
the initial mortality levels experienced in Istanbul and Izmir, on the one hand, and the rural
central and eastern regions, on the other, which had IMRs of 182, 350, and 285, respectively.
Therefore, the starting infant mortality rates in rural central and rural eastern areas are 92%
and 57% higher than in metropolitan cities. Another feature is the relatively slow mortality
decline rate in the rural east throughout the analysis period despite higher starting mortality
levels in the 1940s. By contrast, the mortality decline in rural central areas is faster. It
reduced the IMR by 87% between 1945 and 1995, eliminating most of the initial
disadvantages compared to Western metropolitan and urban areas. The gap in IMR between
Istanbul and 1zmir, as well as the rural east, remains significant by the end of the 1990s: the
infant mortality level in the rural east is 42% higher than in the most advanced regions in the
west.

Locations that experienced a stalling of mortality, specifically the East and Southeast
Anatolia regions in the upper panel and eastern rural areas in the lower panel, are considered
traditional areas of the Kurdish population, despite massive movements that geographically
redistributed the Kurds to the western and southern parts of the country during the 1990s.
Thus, Figure 3 shifts focus to infant mortality levels in the Kurdish population between the
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early 1970s and mid-2000s, based on census and DHS data estimations. The figure reveals
several important features. The first is that the IMR in predominantly Kurdish provinces
(estimated from census data) decreased by 48% between the early 1970s and the late 1990s,
dropping from 108 to 56. This is a minor reduction compared to the rates estimated for other
high-mortality locations during the same period. Second, IMR estimates from the DHS data,
representing the Kurdish population not only in predominantly Kurdish provinces in the east
but across all regions in Tiirkiye, are very close to the rates in Kurdish provinces, at least
until the mid-1980s. There is a divergence after this period, and the IMRs estimated for
traditional Kurdish provinces are lower than those calculated for the entire Kurdish
population using DHS data. This finding is compatible with the higher participation of the
younger Kurdish population in internal migration at that time, as a result of which we may
be underestimating Kurdish infant mortality or introducing more bias using Kurdish
provinces rather than more accurate measures of ethnicity. In other words, if Kurdish infant
deaths are occurring outside these provinces, we are not counting them. Third and most
importantly, a comparison of levels between Kurdish and Turkish infant mortality reveals
that IMR was lower among the Kurdish population until the end of the 1980s, but there was
a ‘cross-over’ in rates at the beginning of the 1990s when the Kurdish mortality decline
slows down and eventually comes to a halt. Ten years before the cross-over, the Turkish
IMR was in the range of 114 and 66, and the Kurdish IMR was in the range of 92 and 66.
After the cross-over, the rates increasingly diverge, leading to a large disadvantage gap for
the Kurdish population by the mid-2000s. The Turkish IMR is 35, and the Kurdish IMR is
43, or 23% higher. Kurdish provinces also experienced a crossover in IMRs, even though
census data show a gap only for a short time, until the mid-1990s.

Figure: 3
Estimated IMRs by Ethnicity in Tiirkiye
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Notes: i. Agri, Bitlis, Bingol, Diyarbakir, Hakkari, Mardin, Siirt, Batman,
Sirnak and Kars are the names of the ten Kurdish-majority provinces.

Suppose maternal education is strongly associated with infant mortality. In that case,
it is plausible that lack of satisfactory levels of education, particularly in some
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subpopulations of women of reproductive age (for instance, among Kurdish women residing
in eastern Tirkiye), is a contributing factor to high levels of death rates observed in these
groups. Consequently, it is also a contributing factor to the excess IMR observed at the
country level, especially in comparison to other countries at similar levels of economic
achievement but with less unequal distributions of education or lower rate schedules at the
lower end of the educational distribution. To determine the extent to which the distribution
of maternal education by geographical location or ethnicity explains the disparities described
in Figures 2 and 3, the IMRs by mothers’ educational attainment need to be estimated first.
The results of this estimation are presented in Figure 4, which demonstrates the most striking
variation in death rates in Tiirkiye, based on the initial levels in the early 1970s, the rates
achieved by the mid-1990s, and the pace of decline in between.

Figure: 4
Estimated IMRs by Maternal Education in Tiirkiye
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The starting IMRs of mothers with less than primary education, primary education,
secondary education, and university degrees are 125, 112, 65 and 41, respectively. To put it
another way, the infant mortality level experienced by mothers without any educational
attainment is more than two times higher than that of mothers with a university degree and
almost twice as high as that of mothers with secondary education. The gap is large enough
to suggest two mortality regimes until the end of the 1980s, one shared by those with
complete primary school education or less and another shared by secondary education
graduates and university degree holders. During the period from the early 1970s to the late
1990s, the intensity of change was most significant for mothers with primary education,
followed by those without a complete primary education. The IMR of mothers with less than
primary education decreased by 64%, whereas the IMR of mothers with primary education
declined by 70%. The IMR of mothers with a university degree declined by only 12%. The
pace of decline in infant deaths to mothers with complete secondary education is slower than
declines in lower educational categories, with nearly two-thirds of their intensity. The gap
in mortality rates between mothers with no education and those with some level of education

90



Aktar, R. (2025), “Economic Development, Maternal Education and
Infant Mortality in Tiirkiye 1960-2010”, Sosyoekonomi, 33(64), 77-102.

shrinks but does not disappear by the mid-1990s. Currently, the IMR of mothers with less
than primary education is 45, whereas the IMRs of mothers with primary education,
secondary education and university degrees are 34-36.

Table: 3
Counterfactual Infant Mortality Rates by Maternal Education
Tiirkiye
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 36,25 83 66
Primary Education 55,39 66
Secondary Education 6,45 40
University Degree 1,91 40
Total 100,00 69,70 63,62
Kurdish Provinces
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 79,82 83 66
Primary Education 17,66 66
Secondary Education 1,89 40
University Degree 0,63 40
Total 100,00 78,68 65,28
Istanbul and 1zmir
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 23,55 83 66
Primary Education 61,43 66
Secondary Education 11,47 40
University Degree 3,55 40
Total 100,00 65,81 61,86
East Anatolia
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 64,51 83 66
Primary Education 32,06 66
Secondary Education 2,73 40
University Degree 0,71 40
Total 100,00 75,82 64,99
Southeast Anatolia
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 77,21 83 66
Primary Education 19,40 66
Secondary Education 2,56 40
University Degree 0,83 40
Total 100,00 78,28 65,04
Rural East
C(x) in 1985 Observed IMR in 1985 Counter
Less than Primary Education 74,53 83 66
Primary Education 23,4 66
Secondary Education 1,61 40
University Degree 0,47 40
Total 100,00 77,89 65,38

Notes: i. Only those women of reproductive age with a non-missing value on the number of everborn children are included in the analysis. ii. C(x)
refers to the proportion of women in each education category in the 1985 census year. iii. The author’s estimations of the IMRs were observed in 1985
by educational category (Figure 4). Data Source: Turkish census data for 1985, 1990, and 2000.

Values of IMR that would have been observed if every mother completed at least
primary school education are displayed in Table 3. If every mother had at least a primary
school education in 1985, Tiirkiye’s population-level IMR would decline by 9%, dropping
from 70 to 64. This change may seem trivial, but it is expected, given that the main
dissimilarity was identified above to be between mothers with less than a secondary school
education and those with at least a secondary school education. If every mother graduated
from secondary school, Tiirkiye’s IMR would drop to 40 in 1985, a substantial reduction of
43%. However, even though the condition requiring mothers to have at least a primary
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school education may seem inconsequential compared to the impact of secondary education,
its significance increases when we focus on high-mortality subpopulations. For instance, in
East and Southeast Anatolia, where the percentage of women without any education was
65% and 77% in 1985, the counterfactual scenario in which every woman who has ever
given birth has at least primary school education decreases the IMR by 14% and 17%,
respectively. This also eliminates the gap between metropolitan cities, Istanbul and Izmir,
and these locations. In the same counterfactual scenario, the IMR in Kurdish-populated
provinces would decline by 17%, and rural eastern regions would experience a 16%
reduction.

Table: 4
The Proportion of DHS Children Who Died During Infancy by DHS Year and
Selected SES Indicators

1993 1998 2003 2008

Poorest households 0,081 0,060 0,049 0,025

Poorer households 0,047 0,050 0,036 0,020

By Household Wealth Index Middle-wealth households 0,058 0,036 0,027 0,014
Richer households 0,030 0,033 0,025 0,015

Richest households 0,023 0,018 0,009 0,014

No education 0,062 0,065 0,057 0,026

By Mother's Education Primary education 0,055 0,039 0,026 0,019
Secondary education and Higher 0,015 0,024 0,016 0,013

West 0,044 0,030 0,023 0,009

South 0,052 0,033 0,025 0,022

Geographical Region Central 0,057 0,043 0,025 0,018
North 0,039 0,035 0,027 0,011

East 0,058 0,059 0,041 0,024

. Rural 0,060 0,054 0,039 0,020

Urban or Rural Place of Residence Urban 0.044 0.036 0.028 0.018
Ethnicity Turkish 0,046 0,039 0,022 0,015
Kurdish 0,068 0,047 0,050 0,024

Total 0,050 0,042 0,032 0,019

Data Source: Tiirkiye DHS 1993, 1998, 2003 and 2008.

Given the powerful role of education in reducing infant mortality at the population
and subpopulation levels, we next assess whether two indicators of socioeconomic status
(SES) at the individual level -education and material resources -act independently on the
risk of infant mortality in families. The proportion of DHS children born between 1988 and
2008 who died during infancy is presented in Table 4 by survey year and the most critical
SES indicators. At first glance, the proportions of children who died during infancy by
region, ethnicity and maternal education are consistent with prior Brass estimates: Children
born to families in the eastern region with Kurdish ethnicity and low maternal education
have higher infant mortality rates throughout all DHS years. The results of logistic
estimations on the use of prenatal care and the risk of mortality applied to the same DHS
data, along with these and other critical socio-economic variables, are presented in Table 5.
It is important to note that, according to the model results predicting the risk of infant
mortality, region and ethnicity are statistically insignificant determinants once household
wealth and maternal education are controlled for.
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Table: 5

Results of Logistic Regressions Predicting Prenatal Care During Pregnancy and
Infant Mortality in Tiirkiye (1993-2008)

Dependent Variable | Prenatal Care During Pregnancy Infant Mortality
Number of Observations | 14.719 15.620
LR chi2 | 4951,68 196,33
Prob>chi2 | 0,0000 0,0000
Odds Ratio  Standard Error z P>z | Odds Ratio  Standard Error z P>z
Household Wealth
Poorest Households (Omitted) - - - - - - - -
Poorer Households 1,74 0,10 9,44 0,000 0,83 0,10 -1,51 0,132
Middle-Wealth Households 2,72 0,19 14,38 0,000 0,81 0,11 -151 0,132
Richer Households 391 0,34 15,78 0,000 0,70 0,12 -2,13 0,034
Richest Households 6,48 0,87 13,84 0,000 0,51 0,12 -2,86 0,004
Mother's Education
No Education (Omitted) - - - - - - - -
Primary Education 1,62 0,09 8,43 0,000 0,88 0,10 -1,11 0,267
Secondary Education And Higher 3,39 0,36 11,45 | 0,000 0,68 0,13 -2,00 0,046
Father's Education
No Education (Omitted) - - - - - - - -
Primary Education 1,08 0,09 0,97 0,332 1,24 0,20 1,35 0,177
Secondary Education And Higher 1,77 0,17 6,08 0,000 0,94 0,18 -0,35 0,727
Geographical Region
West (Omitted) - - - - - - - -
South 0,74 0,06 -3,44 0,001 0,99 0,16 -0,06 0,956
Central 0,46 0,04 -9,21 0,000 1,17 0,18 1,04 0,298
North 0,60 0,06 -5,40 0,000 0,89 0,16 -0,65 0,518
East 0,32 0,03 -13,69 0,000 1,10 0,17 0,63 0,528
Urban or Rural Place of Residence
Urban | 1,35 0,07 5,95 0,000 | 1,03 0,10 0,25 0,805
Ethnicity
Turkish (Omitted) - - - - - - - -
Kurdish 0,76 0,05 -4,08 0,000 1,00 0,14 -0,03 0,976
Other 1,07 0,12 0,58 0,563 1,04 0,22 021 0,836
Mother's Age
15-19 0,94 0,12 -0,52 0,604 1,96 0,45 2,95 0,003
20-24 0,78 0,06 -3,44 0,001 1,42 0,21 2,44 0,015
25-29 0,83 0,06 -2,73 0,006 1,15 0,15 1,03 0,303
30-34 (Omitted) - - - - - - - -
35-39 118 0,10 1,89 0,059 1,11 0,18 0,64 0,524
40-44 118 0,15 131 0,189 1,12 0,25 0,51 0,609
45-49 1,25 0,32 0,85 0,394 1,33 0,52 0,72 0,470
Child Sex
Female | 0,96 0,04 0,85 0,395 | 0,89 0,08 -1,33 0,183
Birth Order | 0,87 0,01 9,47 0,000 | 1,10 0,03 3,63 0,000
DHS Year
1993 (Omitted) - - - - - - - -
1998 117 0,07 2,65 0,008 0,85 0,10 -1,47 0,143
2003 2,21 0,14 12,89 0,000 0,62 0,07 -3,99 0,000
2008 8,21 0,70 24,79 0,000 0,36 0,05 -6,76 0,000
Constant 1,24 0,19 1,39 0,165 0,05 0,01 -10,38 0,000

Data Source: Tiirkiye DHS 1993, 1998, 2003 and 2008.

According to the results of logistic estimation predicting prenatal care utilisation,
mothers in higher wealth categories are significantly more likely to receive prenatal care
during pregnancy than mothers in the lowest wealth category. Compared with the poorest
households, the odds of prenatal care utilisation increase gradually in the range of 1.74-6.48
in wealthier households. Additionally, in comparison to children born to women with no
education, children born to women with primary education are 62% more likely to receive
prenatal care, and children born to women with secondary education are 2.4 times more
likely to receive prenatal care. Thus, the difference in the probability of utilising prenatal
care between the most and least educated mothers is almost equivalent to the difference
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between the richest and poorest households. The effect of mothers” secondary education on
prenatal care use is also more significant than the effect of fathers’ secondary education. The
results of logistic estimation on the risk of infant mortality reveal that children born to
families in the poorest households have 30% and 49% more likelihood of death in
comparison to children born to families in richer and the richest households, respectively.
However, children born to women with secondary or higher education are 34% less likely
to die during infancy than children born to women with no education, indicating that the
difference in the risk of infant mortality between children born to mothers with secondary
or higher education, and no education, is more significant than the difference in the risk of
mortality between children in richer and the poorest households. Mother’s primary school
education is not statistically related to infant mortality, a finding that is consistent with the
increasing weight of secondary education on infant mortality decline in the later phases of
mortality transition. In contrast to a mother’s education, a father’s education is not
significantly associated with the risk of infant mortality. Together, both groups of findings
demonstrate that families’ economic resources and mothers’ education have exerted
independent and strong influences on infant mortality.

5. Discussion

For decades, Tiirkiye was considered a singular case among countries undergoing
mortality decline due to its exceptionally high infant mortality rates. Reductions were
achieved. However, a significant gap in death rates persisted compared to other countries in
Europe and elsewhere with similar levels of economic development. This study has
examined two fundamental forces of change that could have been experienced commonly
across Tiirkiye’s population and impacted its mortality trends on a large scale: economic
growth and improvements in female education. The powerful association between economic
improvements and infant mortality reductions is due to the critical importance of nutrition
for survival gains, but the positive effect of the cultural and attitudinal change brought by
education on infant survivorship is caused by multiple mechanisms that include better
health-specific knowledge, rejection of fatalism and other traditional beliefs, greater female
empowerment and autonomy.

This study presents an updated assessment of the relationship between infant
mortality, on the one hand, and national income and female education levels, on the other,
using a large dataset on middle-income countries. The cross-national analysis of the
relationship between national income and infant mortality confirmed an anomaly: Tiirkiye
consistently displayed excess levels of infant mortality between 1960 and 2010. If Tirkiye
had experienced the same GDP-IMR relationship estimated for middle-income countries,
substantial reductions (up to 54%) in death rates could have been observed until 2005. While
this was interpreted as evidence for unmeasured factors unrelated to GDP that kept Tiirkiye’s
IMRs at levels exceeding those expected, given its economic performance, the results of
regression models incorporating female-to-male ratios in education, as well as cross-national
analysis, highlighted Tiirkiye’s historically significant gender gap in education. Two
findings based on the interpretation of Tiirkiye’s country variable (which measures the
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extent of its excess rates) stood out: The coefficient remained significant but was
significantly reduced once the model controlled for female primary education, and it lost its
statistical significance entirely once the model controlled for female secondary education.
Both findings supported the argument that low maternal education levels might have delayed
Tirkiye’s mortality transition at the expense of economic growth. Second, the
subpopulation-level analysis presented in this study aimed at geographic and ethnic
variations in infant mortality that characterised Tirkiye’s mortality transition. Indirectly
estimated mortality rates with census and DHS data described the extent of inequalities in
deaths, while the hypothetical educational distributions of reproductive-age women, with
education-specific mortality rate schedules, showed that a large portion of these inequalities
could have been eliminated with primary school education. Third, an individual-level
analysis of the main determinants of infant mortality risk revealed that families’ material
resources and mothers’ education were the only significant socioeconomic status (SES)
factors associated with the risk of infant mortality. Having a mother with secondary or higher
education (rather than no education) had a more substantial effect on the risk of infant
mortality than living in a rich household (rather than a poor household). Because this part of
the analysis corresponded to the very end of Tirkiye’s mortality transition, mothers’ primary
school education was not found to be significantly related to the risk of infant mortality.

Some points are worth mentioning. A third explanation of infectious disease
mortality transition intentionally left out from the theoretical boundaries of this paper
emphasises the social interventions in public health (theoretically not an automatic outcome
of economic development) as one of the main drivers of infant mortality decline in high
mortality settings (Szreter, 1988; Morel, 1991; Easterlin, 2004). First, correcting
environmental conditions that expose populations to disease is possible only through public
health initiatives, as most risk factors are beyond individual control. Services that promote
health, such as providing pure water supply, proper sewage disposal and spraying
insecticides, are beyond individual means. Second, individuals often lack access to modern
health facilities and adequate health infrastructure. These methods of public health to control
the spread of infectious diseases require, by principle, the development of new institutions
centring on the public health system, with functions including sanitation, health education,
regulation, and the financing and direct provision of health services (such as immunisation
campaigns or oral rehydration therapies). Third, social interventions in public health are
crucial not only for the implementation of new techniques of disease control but also for
providing the public with knowledge of the mechanisms of infectious disease causation,
transmission, and treatment. In this sense, they have the potential to reduce health
inequalities through maternal education, as well as other SES indicators.

One limitation of the current study is its inability to isolate the role of public health
interventions in reducing infant mortality. While health expenditure per capita is an effective
indicator of public health investments in a given country, this data is only available from the
2000s onwards in the group of middle-income countries. Similarly, measures such as
‘percentage of mothers who received antenatal care during pregnancy’, ‘percentage of births
attended by skilled health staff’, or ‘percentage of children who have received medical
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treatment after fever and/or cough’ are inconsistently available after the 1990s. The only
measures that can be used for middle-income countries and are suitable to the period of
analysis in this paper are ‘hospital beds per 1,000 people’ and ‘physicians per 1,000 people’,
which can be seen as somewhat unpolished indicators for measuring the capacity of health
care systems and its relation to infant mortality rates in countries. When these variables are
added to the last regression model predicting infant mortality, the estimation sample size
shrinks considerably, but both appear to be significant predictors, and their inclusion
increases the R-squared value (see Appendix Table 4).

Despite the limited ability to test the role of public health factors, the analytic
approach adopted in this study was based on the primary opposition between the economic
and cultural theories of infectious disease mortality decline in developing countries. There
is a nuance in the main findings: The empirical inconsistency between IMR-GDP in
Tiirkiye’s case does not necessarily attest to the weakness of economic explanation and its
emphasis on nutritional improvements as the key driver of mortality decline but to the
impediment factors; the cultural and ideational constraints, existing in the absence of
satisfactory levels of education in the female population. These constraints limited the
response of infant death rates to improving economic conditions at the population level,
while stark inequalities in primary and secondary education at the subpopulation level were
the maintainers of high mortality. Since infant deaths remain common in the developing
world today, the implication of these findings for future research in high-mortality settings
is that maternal education is critically important as a driver of social change and should
accompany economic change to avoid mortality lags and achieve equal reductions.
Tiirkiye’s experience over five decades between 1960 and 2010 suggests that there is some
degree of independence between the effects of economic and social development and that
whereas the former can contribute to infant mortality decline in the absence of the latter, its
effects are ultimately conditioned by mothers’ education having a powerful role in children’s
survival outcomes.
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Appendix Figure: 1
Estimated IMRs for Tiirkiye with the Brass Method 1971-1996

IMR.
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Notes: i. The solid line represents IMRs reported by the World Bank, as per the World Development Indicators 2023.
Indirectly estimated IMRs using the Brass technique, as estimated by the author, are marked with an X.

Appendix Table: 1
Mothers' Samples Used in Brass Estimations

Total Sample - Census I 1985 | 1990 [ 2000 |
| 500059 [ 705564 |  912.889 |

By Geographical Regions - Census 1985 1990 2000

Black Sea 32.935 73.069 78.718

Marmara 93.979 127.343 176.911

Aeagan 59.908 72.397 90.032

Mediterranean 57.004 68.674 93.212

Central Anatolia 68.847 89.594 110.161

East Anatolia 38.422 50.872 59.610

Southeast Anatolia 10.148 19.298 25.115

By Geographical Divisions - Census 1985 1990 2000

Istanbul and Izmir 62.015 81.626 113.187

Urban West 1.941 3.062 4.077

Rural Central 1.318 5.358 4.934

Rural East 10.491 11.660 7.951

Kurdish-Majority Provinces - Census [ 1985 [ 1990 [ 2000 |
| 22.641 | 34.676 | 42.282 |

By Ethnicity - DHS 1993 1998 2003 2008

Turkish 5.671 6.879 6.249 5.700

Kurdish 665 1.390 1.529 1.465

By Education - Census 1985 1990 2000

Less than Primary Education 130.921 151.152 127.796

Primary Education 200.056 298.938 399.628

Secondary Education 23.303 36.759 73.150

University Degree 6.886 14.200 32.962

Notes: i. Mothers' samples consist of all women of reproductive age (15-49) with a non-missing value on the number of ever-born children. ii. Except
for Istanbul and Izmir, all geographical divisions are measured by representative locations. The cities of 4ydin and Usak represent the urban West.
Rural Kirgehir and Sivas represent rural Central Anatolia. Rural Mardin, Hakkari, Siirt, Sirnak, Kars, Igdir and Ardahan represent rural East.
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Appendix Table: 2
Results of Fractional Polynomial Regression Relating National Income Levels to
Infant Mortality Rates between 1960 and 2010 in Middle-Income Countries

Number of Observations 3951
F(5,3945) 1249,92
Prob>F 0,00
R-squared 0,61
Coefficient Standard Error t P<t
Constant 184,26 2,93 62,94 0,000
gdp_1 9,36 0,36 -26,25 0,000
gdp_2 0,89 0,04 23,87 0,000
t -0,20 0,34 -0,57 0,565
"2 -0,05 0,01 -3,58 0,000
"3 0,00 0,00 4,54 0,000

Notes: i. Tiirkiye is excluded from this analysis. ii. After trying 44 different models involving polynomials, the selected model uses the powers 0.5 and
0.5 as the best-fitting combination of polynomials. iii. gdp_1 and gdp_2 reflect the terms associated with (GDP per capita * 0.5) and (GDP per capita *
0.5) * In (GDP per capita), respectively. iv. The model controls for t (Year 1959) using linear, quadratic and cubic terms.

Appendix Table: 3
Descriptive Statistics for the Analysis of Infant Mortality with DHS Data (1993-2008)

1993 1998 2003 2008
% n % n % n % n
Infant Death 5,05 188 4,24 151 3,20 145 1,89 73
Total Number of Children 3.724 3.565 4.533 3.857
Prenatal Care During Pregnancy 64,04 2.383 66,38 2.357 73,00 3.301 89,42 2.662
Total Number of Children 3.721 3.551 4.522 2,977
Household Wealth Index
Poorest Households 22,48 837 24,12 860 27,73 1.257 32,30 1.246
Poorer Households 22,15 825 23,34 832 21,38 969 23,80 918
Middle-Wealth Households 22,15 825 22,75 811 17,43 790 18,87 728
Richer Households 19,01 708 17,07 609 19,17 869 14,26 550
Richest Households 14,21 529 12,71 453 14,30 648 10,76 415
Total Number of Children 3.724 3.565 4.533 3.857
Mother's Education
No Education 29,00 1.080 24,49 873 26,94 1221 21,70 837
Primary Education 55,08 2.051 55,54 1.908 50,23 2.277 50,92 1.964
Secondary Education and Higher 15,92 593 19,97 712 22,83 1.035 27,38 1.056
Total Number of Children 3.724 3.565 4.533 3.857
Father's Education
No Education 7,92 295 7,35 261 7,73 349 4,33 166
Primary Education 56,67 2.110 51,82 1.839 48,60 2.194 48,17 1.847
Secondary Education and Higher 35,40 1.318 40,83 1.449 43,66 1.971 47,50 1.821
Total Number of Children 3.723 3.549 4514 3.834
Geographical Region
West 21,56 803 19,47 694 21,22 962 16,88 651
South 20,60 767 18,65 665 13,10 594 12,89 497
Central 21,70 808 19,47 694 13,94 632 17,27 666
North 15,82 589 12,90 460 8,12 368 9,13 352
East 20,33 757 29,51 1.052 43,61 1.977 43,84 1.691
Total Number of Children 3.724 3.565 4.533 3.857
Urban or Rural Place of Residence
Rural 40,17 1.496 35,65 1.271 32,45 1.471 32,88 1.268
Urban 59,83 2.228 64,35 2.294 67,55 3.061 67,12 2.589
Total Number of Children 3.724 3.565 4.533 3.857
Ethnicity
Turkish 79,19 2.949 69,82 2.489 61,57 2.791 62,90 2.426
Kurdish 17,83 664 25,02 892 33,80 1.532 32,36 1.248
Other 2,98 111 5,16 184 4,63 210 4,74 183
Total Number of Children 3.724 3.565 4.533 3.857
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Mother's Age
15-19 4,73 176 4,54 162 3,18 144 2,70 104
20-24 29,59 1.102 27,69 987 25,04 1.135 22,97 886
25-29 31,74 1.182 33,02 1177 33,40 1514 34,25 1321
30-34 20,81 775 20,39 727 22,44 1.017 2331 899
35-39 9,13 340 10,49 374 11,01 499 11,67 450
40-44 341 127 3,23 115 4,24 192 4,23 163
45-49 0,59 22 0,65 23 0,71 32 0,88 34
Total Number of Children 3.724 3.565 4.533 3.857
Child Sex
Male 51,45 1.916 52,45 1.870 51,25 2.323 50,51 1.948
Female 48,55 1.808 47,55 1.695 48,75 2.210 49,49 1.909
Total Number of Children 3.724 3.565 4.533 3.857
Birth Order Mean 2,84 2,75 2,93 2,69
SD 2,23 2,13 2,34 2,01
Min 1 1 1 1
Max 15 16 17 15
Total Number of Children 3.724 3.565 4.533 3.857

Data Source: Tiirkive DHS 1993, 1998, 2003 and 2008.

Appendix Table: 4
Results of Fractional Polynomial Regressions Relating National Income, Female-To-
Male Ratios in Education, and Two Public-Health Measures to Infant Mortality
Rates Between 1960 and 2010 in Middle-Income Countries and Tiirkiye

Model IV Model V Model VI
Number of Observations 814 766 515
F (9,804)| = [ 233,06 9,756) | = | 248,49 (10,504) | = [182,35
Prob>F 0,0000 0,0000 0,0000
R-squared 0,72 0,75 0,78
Coef. Std. Err. t Coef. Std. Err. t
Constant 216,43 | %% | 14,10 | 1535 | 230,52 | %% | 13,33 | 17,29 | 237,94 | k%% | 1523 |15,62
gdp_1 21,34 [%kk| 012 [-11,22| -154 [*kk| 011 [-13,69| -509 |*x*k| 055 |-9,19
gdp_2 001 [*%%| 000 7,36 | 0,01 |*%%| 0,00 9,85 048 |*%*| 006 | 836
GPI in primary school education -0,42 | %% | 0,09 -490 | -059 |**x| 009 |-694| -039 |**%x| 011 |-361
GPI in secondary school education -0,37 | %% | 0,05 <748 | -0,22 | *%% | 0,05 -4,40 -0,37 | %% | 0,07 |-525
Physicians per 1,000 people -4,07 | Kx%x*x| 044 | -917 -2,39 | %% | 0,758 | -3,16
Hospital beds per 1,000 people -1,38 [ *%x| 021 | -669 | -029 035 |-0,83
Country dummy variable for Tiirkiye -2,51 3,94 -0,64 3,48 3,34 1,04 -0,15 3,89 |-0,04
t -3,26 * ok 1,32 -2,47 | -413 | %%k | 1,26 -3,29 -4,00 | dkk | 1,47 |-2,72
"2 0,05 0,04 1,20 | 0,08 * 0,04 1,86 0,08 0,05 | 1,57
t"3 0,00 0,00 | -0,48 | 0,00 0,00 | -1,09 0,00 0,00 |-0,97

Note: *** = p<0.01, ** = p<0.05, * = p<0.10. Data Source: The World Bank, World Development Indicators, 2023.
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Abstract

This study investigates investors’ reactions to domestic merger and acquisition (M&A)
announcements in Tiirkiye between 2016 and 2023. The study analyses investor reactions using the
event study method. The analysis encompasses 91 domestic acquisition announcements. The acquirers'
abnormal returns are calculated using the market model and evaluated using a comprehensive set of
test statistics. The analysis results indicate that abnormal returns are generally positive and significant
before the M&A announcement date. Nevertheless, this effect does not persist after the first
announcement date. These findings provide evidence for the hypothesis that the markets are not semi-
efficient.
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Oz

Bu c¢aligmanin amaci, 2016-2023 yillar1 arasinda Tiirkiye’de yurt igi birlesme ve satin alma
(M&A\) duyurularina yatinnmeilarin verdigi tepkileri olay calismasi yontemini kullanarak incelemektir.
Bu amagla analize 91 yurtici satin alma duyurusu dahil edilmistir. Anormal getiriler piyasa modeli
kullanilarak ¢esitli pencerelerde hesaplanmig ve kapsamli bir test istatistik seti kullanilarak
degerlendirilmistir. Analiz sonuglari, birlesme ve devralmalarin duyuruldugu tarihten 6nce anormal
getirilerin genellikle pozitif ve anlamli oldugunu gostermektedir. Ancak, bu etki duyuru tarihinden

sonra devam etmemektedir. Bu bulgular, piyasalarin yar1 etkin formda etkin olmadigi hipotezini
desteklemektedir.

Anahtar Sozciikler :  Birlesme ve Satin Alma, Olay Calismasi, Yatirimci TepKisi.
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1. Introduction

Companies must identify and utilise new resources to maintain operational
sustainability in the current economic environment, which is marked by increasing rivalry.
With the rise of globalisation, companies must expand to stay competitive in a rapidly
changing business environment. Mergers and acquisitions (hereinafter referred to as M&A)
provide organisations with a crucial opportunity to acquire new resources. Several factors
motivate firms to engage in M&A activities. These factors encompass the drive to gain a
competitive edge, achieve cost savings using economies of scale, capitalise on synergies,
increase market share, and diversify the portfolio (Dilshad, 2013). The primary objective of
a firm engaged in M&A activities is to generate higher future profits and enhance its returns.
Prior research has investigated the impact of M&A announcements on investor value and
the presence of abnormal returns (hereinafter referred to as AR) in the stocks of associated
companies during the period surrounding the M&A announcement. Hence, when a listed
firm participates in an M&A, it creates a sense of expectation among investors regarding the
corporation’s future profitability. Empirical evidence suggests that this expectation has a
positive impact on stock values (Rani et al., 2015).

This study examines investors' reactions to domestic M&A announcements in
Tiirkiye between 2016 and 2023, considering both short-term and long-term effects. This
study employs an event study approach to calculate abnormal returns. The current research
calculates various metrics, such as average abnormal returns (hereinafter AAR), cumulative
average abnormal returns (hereinafter CAAR), precision-weighted cumulative average
abnormal returns (hereinafter PWCAAR), and average buy and hold returns (hereinafter
ABHAR), to determine the investors’ reactions during the days around the announcement
date. The analysis examines three specific dates of announcements: the first M&A
announcement, the announcement by the Capital Markets Board (CMB), and the
announcement of M&A registration. The sample comprises 91 companies engaged in
domestic acquisitions, all of which are listed on Borsa Istanbul. The current study focuses
on investors' reactions to the acquirers' stocks rather than the target companies, as the latter
are not publicly traded.

The findings of the current study indicate that there are positive and significant ARs
in the first M&A pre-announcement event windows. Conversely, in the post-announcement
event windows, although there are positive ARs, no considerable relationships are observed.
Furthermore, the significant and positive abnormal returns observed around the first M&A
announcement do not persist around the second (CMB announcement) and third (M&A
completion) announcement dates. These findings provide strong evidence of insider trading
around M&A announcements.

This study makes a significant contribution to the existing literature in several ways.
Firstly, the study analyses investor reactions to M&A announcements, considering three
various event dates. Most studies in the literature focus on the date of the announcement of
M&A completion. This study, however, differs from the literature in that it analyses investor
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reactions around three different announcement dates. This allows for determining whether
there are any differences in the returns of the acquiring companies. Secondly, this study
calculates CAAR, AAR, PWCAAR, and BHAR. Consequently, standard AR, AAR, and
CAAR are controlled by the precision-weighted CAR and ABHAR methodologies. Thirdly,
using a comprehensive set of test statistics, including both parametric and non-parametric
tests, ensures that the reliability and robustness of the findings extend beyond the
conventional statistical tests typically applied in previous M&A event studies.

The subsequent sections of the paper are structured as follows: The second section
provides an overview of the literature concerning M&A. The third section elucidates the
data collection process and methodology employed. The fourth section assesses the
outcomes derived from the event study analyses. Finally, the fifth section encapsulates the
findings in the conclusion.

2. Literature Review

Most studies on M&A activities aim to determine whether companies' stock values
increase before and after the M&A process and whether shareholders benefit accordingly.
In these studies, the hypothesis is tested to determine whether abnormal returns are generated
through M&A transactions. While some studies in this framework investigate the impact on
stock prices in the short term, which encompasses the period immediately preceding and
following M&A announcements, other studies examine the long-term performance of
companies. Some studies have demonstrated significant changes in the stocks of companies
before and after M&A announcements (Andrade et al., 2001; Antoniadis et al., 2014; Rani
et al., 2015; Dilshad, 2013; Liargovas & Repousis, 2011). Furthermore, some studies have
indicated that M&A announcements result in positive AR, CARs, and CAAR (Seth et al.,
2000; Wilcox et al., 2001; Lepetit et al., 2004; Scholtens & Wit, 2004; Vergos &
Christopoulos, 2008; Anand & Singh, 2008; Rheaume & Bhabra, 2008; Zhu & Malhotra,
2008; Kumar & Panneerselvam, 2009; Laabs & Schiereck, 2010; Hekimoglu & Tanyeri,
2011; Liargovas & Repousis, 2011; Kashiramka & Rao, 2013; Dilshad, 2013; Geng &
Coskun, 2013; Rani et al., 2013; Mallikarjunappa & Nayak, 2013; Rani et al., 2015; Akben-
Selcuk, 2015; Sahin & Dogukanli, 2015; Adnan & Hossain, 2016; Upadhyay & Kurmi,
2020; Ahmed et al., 2023), whereas others have reported negative AR, CAR, and CAAR
(Capron & Pistre, 2002; DeLong, 2003; Sachdeva et al., 2017; Pandey & Kumari, 2020). A
small number of studies have not identified any impact (Rosen, 2006; Hassan et al., 2007;
Barai & Mohanty, 2010; Mall & Gupta, 2019; Yang & Chen, 2021). The findings of the
studies in the literature are inconsistent. The majority of these studies use the event study
method.

In the context of M&A announcements in the literature, some studies have
investigated whether there are abnormal returns in the stock prices of target companies. In
their 2011 study, Hekimoglu and Tanyeri analysed the impact of M&A announcements by
125 Turkish companies on the stock returns of target companies between 1991 and 2009.
The calculation of abnormal returns relies on the date of the first official public
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announcement. The results indicate that the CAARs are 8.93%, 10.96%, and 10.87% for
event windows of 3, 7, and 11 days, respectively. The AARs are positive and statistically
significant from one day before the M&A announcement until two days following the
announcement date. Akben-Selcuk (2015) examines the effect of M&A announcements by
67 Turkish companies on the performance of the target companies’ stocks. The results
indicate that M&A announcements have positive and significant CAAR values for the stocks
of target companies within short-term windows.

Furthermore, some studies have investigated the effect of M&A announcements on
the stock performance of the acquiring company. Vergos and Christopoulos (2008)
examined the impact on the stocks of 11 Greek banks after M&A announcements between
1998 and 2007. The study focuses on acquiring banks. The M&A announcement date is
considered the completion date of the acquisition. The acquisition of domestic Greek banks
generates 6% ARs in the event window (0...+20). On the other hand, foreign acquisitions
(0...+20) generate abnormal returns of -1.4 % in the event window. Zhu and Malhotra (2008)
examined the impact of 114 M&A announcements on stock prices between 1999 and 2005.
The study analysed 114 foreign acquisitions of Indian companies, with the first
announcement date considered the M&A announcement date. The results indicate that the
acquisition of Indian firms generates positive CARs of 2.4% and 3.2% in the (-1...+1) and
(-2...+2) event windows, respectively, and negative CARs of 6.8% in the post-event window
(+3...+20). In their 2010 study, Laabs and Schiereck examined the long-term effects of 230
M&A announcements in the automotive industry on the stock prices of acquiring companies.
The announcement date is considered to be the M&A deal date. Although positive and
significant CAAR values are observed in short-term event windows, BHAR values exhibit
a negative trend in the long term. Kashiramka and Rao (2013) examine the impact of 101
M&A announcements on shareholders’ wealth in the Indian information technology and
information technology-based services (IT&ITeS) sectors. The study considers the first
media announcement to be the date of the M&A announcement. The findings reveal positive
returns on the stocks of the acquiring companies. Rani et al. (2013) examine the stock
performance of M&A announcements in 623 Indian companies. The event date is defined
as the date of the first public announcement in a newspaper. The findings indicate that
acquiring Indian companies’ stocks generates positive and significant CARs before the
announcement date, whereas CARs exhibit a negative trend after the announcement date. A
recent study by Ahmed et al. (2023) examines the impact of M&A announcements on the
stock performance of 568 companies in China and Hong Kong. The (-26...+26) window
findings indicate a positive and significant CAAR of 3.39%. Furthermore, although there is
a positive CAAR in the windows before the announcement date, it later turns into a negative
CAAR.

Some researchers have investigated the effect of M&A announcements on the stock
performance of acquirers and target firms. In their study, Seth et al. (2000) examine the
impact of M&A announcements in the United States on the stock prices of 100 firms, both
those acquiring and those being acquired. Their findings indicate that the stocks of target
companies generate abnormal returns around M&A announcements, whereas there is no
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effect on the stocks of acquiring companies. Scholtens and Wit (2004) compare bank
mergers between the United States and Europe, examining the differences in shareholder
returns for large bank mergers during the announcement period. The study revealed
differences in the CARs of European and American target and acquiring companies. At the
time of the M&A announcement, target banks in Europe and the US exhibited positive ARs.
Furthermore, the returns of US target banks were higher than those of European targets.
Anand and Singh (2008) analyse five major bank mergers in India using the event study
method. In the study, the ARs are calculated regarding a single event date. This date refers
to the announcement of the M&A in the media. The study indicates that acquiring and target
banks exhibit positive and significant CARs. Furthermore, the entire sample exhibits
positive and statistically substantial CAR values of 4.29% and 11.13% in the (-1...+1) and
(-10...410) event windows, respectively. In their 2011 study, Liargovas and Repousis
examine the impact of M&A announcements on stock prices in the Greek banking sector.
The study’s dataset consists of 9 acquirers and target banks. The M&A completion date is
considered the event date. The study’s findings indicate a positive and significant impact on
stock prices in the windows before M&A announcements but a negative impact after the
announcement. In their 2013 research, Dilshad examined the effect of M&A announcements
on the stocks of 18 acquiring and target banks in the European region. The announcement
date represents the first trading day on which M&A news reaches the market. The findings
revealed that, in the short term, acquiring banks exhibited positive CAR values. However,
the long-term showed no effects.

Furthermore, most studies estimate abnormal returns based on only one M&A
announcement. In contrast, few studies have calculated abnormal returns around the date of
the first M&A announcement or the date of the M&A completion announcement. In their
2013 study, Geng and Coskun analysed the stock performance of M&A announcements by
214 Turkish companies. The study calculates ARs based on the M&A announcement date
and the M&A completion date. The findings indicate that acquiring and target companies
generate positive and significant cumulative abnormal returns (CARSs) in the event windows
preceding the first M&A announcement date. The results indicate no significant impact on
the stocks of the acquiring companies before the M&A completion announcement.
Conversely, there is evidence of positive and significant CARs in the stocks of target
companies. In their 2015 study, Sahin and Dogukanl analysed the impact of M&A
announcements on the stock performance of 13 Turkish banks. The M&A announcement
date, the first negotiation date, and the contract date are all considered. The study analyses
only target banks. The findings indicate that positive CAR values emerged before the M&A
announcement date. However, CAR values show a negative trend after the announcement
date.

In financial markets, it is paramount to ascertain which M&A announcements are
perceived as more significant by market participants. Consequently, this study examines
investor responses to different M&A announcement dates.
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Table: 1

A Brief Overview of the Results of Studies on the Return to Shareholders in the
Context of M&A

Event
Study CAARs (%) window Si?;eple Sample Period Findings

(days)
Seth, Song and Pettit - 3 1981-1990 In the United States, ARs have been identified in the share price of the
(2000) 57 (-10...410) 100 USA acquirers.
Wilcox, Chang and 33 Grx (2..0) 88 1996-98 The M&A announcements have l?een rjoted toexerta positive impact on
Grover (2001) . USA the ARs of telecommunications firms in the United States.

) The announcement of the M&A agreement results in a statistically

Lepetit, Patry and 2.412%** (-7..47) 1991-2001 S T : .
Rous (2004) 2 §24wx (15 +15) 180 13 European markets S|gn|f|ca_nt Iand positive increase in the share prices of the target
Scholtens and Wit 12.65%*** 81 1990-2000 " -
(2004) 9,08 (-3...431) 20 USA, Europe Target banks produce notably higher returns than acquiring banks.
The study’s results suggest that acquisitions by Greek banks have a
Ver_gos and [ (0...420) 11 1998-2007 positive and statistically significant influence, whereas those conducted by
Christopoulos (2008) -1.4%* (0...+50) Greek banks N P L -
foreign banks have a negative and statistically significant impact.
Anand and Singh 45239;:: 1999-2005 The study's findings indicate a positive and statistically significant reaction
(2008) 9 9 '71*" 5 Indian private-sector to M&A announcements in the short term. However, this situation cannot
; banks be sustained in the long term.
11.13*
-0.44,1.08, 1.15%* 1993-2005
Rheaume and Bhabra, 0 3"1 176 0 56 ' (1.41) 2421 USA, A diversity of There have been mixed reactions to M&A announcements in the short
(2008) NEA n1a knowledge-based term, and the study's results are inconsistent.
0.54,-0.18 B i

Zhu and Malhotra 2.4%4%x 1999-2005 Although there is a positive and significant investor reaction to M&A
(2008) 3.2%H%x 74 Indian firms acquiring | announcements in short event windows, this reaction reverses in longer

-6.8**** U.S firms event windows.
s:nmn:;rzzl:vam 3.24%* (-60...+60) 493 1998-2006 The effect on the acquirer firms is significantly negative, whereas the
(2009) 159 (-40...+40) Indian firms impact on the target firms is positive.

2.23%%* (-20...+20)

ok g

Laabs and Schiereck, i a0 | AT o The results indicate a positive and statistically significant investor reaction
(2010) 5 g indlustry pply in both the long and short event windows.

1.46%*

. 8.93**** . . .
Hekimoglu and 10.96%R+* 172 1991-2009 The results of the study indicate that there are significant and positive ARs
Tanyeri (2011) 10,87 R Tiirkiye in short-term event windows.

11%** " "
The findings demonstrate that during the periods preceding M&A
ok %
'p}':rgﬁz.?ég(il) g*** 9 gzgkzgggm g Sector | @nnouncements, observable positive cumulative abnormal returns
P e 9 (CAARS) were evident in stock prices.

: 28.12%** A . -
Kashiramka and Rao 1515w 101 1999-2009 For acquiring firms, the announcement of an acquisition has positive and
(2013) 4_'94*** Indian IT sector significant returns.

Dilshad (2013) Zg 18 é?]?é;giolaank M&A The acquiring companies achieved positive ARs.
5.37*** - - L
o : A statistically significant positive return was observed before M&A
Geng and Coskun 2450 214 | 2001-2011 announcements. However, this effect was not observed in post-
(2013) 1,547 Tiirkiye :
0.03 announcement windows.
. . 1.20%%** Despite the positive, statistically significant returns observed before the
?Z%TE;( adav, and Jain iceioiad 623 IZI?;:’;ZOOS M&A announcement, this reaction reverses in long-term post-
-2.62%+** (+2...+20) announcement windows.
The findings of the study indicate that there are positive and significant
Mallikarjunappa and 36,68+ (30...430) 207 1998-2007 ARs in the event windows preceding M&A announcements, whereas there
Nayak (2013) . o Indian are negative ARs in the long-term event windows following the
announcement.
L The results of the study indicate that th itive and significant AR
Rani, Yadav, and Jain 3.0%ex 2003-2008 The results of the study indicate that there are positive and significant ARs
522 " in the windows preceding M&A announcements. However, following the
(2015) 2.60%*** Indian .
0.55%% announcement, this trend reverses.
5.25%***
= 5.93%*** 2000-2014 The results indicate a positive and statistically significant investor reaction
Akben-Selcuk (2015) 6.02%** 67 Tiirkiye to M&A announcements.
8.53**
7.69%***

. - 4.56%*** » The analysis's results indicate that stock prices exhibited an upward trend

(Szagig)and Dogukanlt 5.99%*** 13 'zl'?lcr)lfiszt?zBlalnkin Sector before the announcement date, while returns subsequently became negative

-4,93*** 9 after that date.

-2.21%**
Upadhyay and Kurmi _01.9gwxx (20...420) 10 2020 The findings show statistically significant and negative CAARs for all
(2020) ) Banking Sector in India_| event windows.

2.35 ” 2012-16 The study’s findings indicate that there are positive and significant ARs in

Ahmed et al. (2023) 3.39*%* (:26...426) 568 Hong Kong and China | event windows around M&A announcements.
Capron and Pistre 1988-92 . .
(2002) -34.00 (-20...+1) 101 US and Europe Zero or negative returns for acquirers

9B (7..47) 199195 The findings indicate that investors tend to react negatively to the stocks of
DeLong (2003) 14 70w (15, +15) 54 US Banking Industry acquiring companies. C_onversely‘ positive ARs are observed in the stocks

of the acquired companies.
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Adnan and Hossain 1.01 (-5..45) 100 2015 The findings demonstrate a positive ARs before M&A announcements.
(2016) 0.72 USA markets This suggests that there is information leakage regarding positive news.
Sachdeva, Sinha, and -0.98 (+1..45) 85 1991-2010 The results indicate negative ARS that are not strong in short-term event
Kaushik (2017) -0.89 (+1..+10) Indian windows following M&A announcements.
Pandey and Kumari -3.87x*x% (-30...0) 2010-2020 . Investors tend to exhibit an adverse reaction before the announcement of
(2020) -9.43 0...30) 14| Indiaandthe United | . 'vye n'transaction
. T States Banking Sector i
Rosen (2006) 186 (2..42) 500 1982-2001 The periods after the M&A announcement do not exhibit any significant
us effect.
1981-2004 N .
. The results demonstrate that ARs are not observed in event windows
Hassan et al. (2007) 1.81 (-1...+1) 405 us pharmaceutical around M&A announcements.
industry
K 1.166 1.+ ]
?Z%rié?nd Mohanty 1.096 (-5...+5) 1177 Ilr?[?g 2008 Acquirers do not generate significant ARs in India
-0.023 (-10...+10)
Mall and Gupta 3.96 (-8..48) 428 2008-2015 The findings demonstrate that abnormal changes in stock returns are not
(2019) ) India observed around M&A announcements.
Yang and Chen 2473 (20...420) 118 2004-2014 The results indicate that there are no ARs on target firms’ stocks in the

(2021) China event windows around M&A rumours.
*, ** %xx and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.

Table 1 provides a concise overview of the research results using the event study
approach to evaluate how firms' stock prices behave before and after M&A announcements.
Many studies indicate that investors react positively and significantly to M&A
announcements in the stocks of both acquiring and target companies. A review of the
existing literature on mergers and acquisitions (M&A) in finance reveals that numerous
studies have employed event studies to examine the performance of stocks before and after
acquisitions. However, the findings have been inconclusive.

The results of the current study are consistent with those of Seth, Song, and Pettit
(2000), Wilcox, Chang, and Grover (2001), Lepetit, Patry, and Rous (2004), Scholtens and
Wit (2004), Kumar and Panneerselvam (2009), Hekimoglu and Tanyeri (2011), Liargovas
and Repousis (2011), Kashiramka and Rao (2013), Geng and Coskun (2013), and Ahmed et
al. (2017), but not consistent with the results of Capron and Pistre (2002), DeLong (2003),
Sachdeva, Sinha, and Kaushik (2017), Upadhyay and Kurmi (2020), and Pandey and Kumari
(2020).

3. Data and Methodology

The dataset consists of companies listed on Borsa Istanbul (BIST) that submitted
M&A applications to the Capital Markets Board (CMB) between 2016 and 2023.
Specifically, 98 companies that filed merger applications via the Public Disclosure Platform
(PDP) with the CMB during this period were manually identified. Of these 98 companies,
91 had their merger applications approved by the CMB, while 7 were rejected. Table 2
illustrates the distribution of companies that filed M&A applications by year and sector.

This study employs an event study method to analyse the M&A announcements of
91 companies. The stock closing prices for these companies were sourced from the Finnet
database. The M&A announcement dates of the companies were manually obtained from
the Public Disclosure Platform (PDP) website. Subsequently, abnormal returns were
computed based on three announcement dates. These are as follows:

e The initial announcement date for M&A (first announcement)
e The date of the announcement of the CMB approval (second announcement)
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e The date of the announcement of the registration of the M&A (third

announcement)
Table: 2
A Distribution of M&A Announcements by Years and Sectors (2016-2023)

Year Total Announcements of M&A M&A Completed Percentage | Sectors N Percentage
2016 7 7 7.69 Financial 36 40%
2017 11 9 9.89 Manufacturing 29 32%
2018 13 12 13.19 Wholesale and Retail Trade 7 8%
2019 15 13 14.29 Technology 6 %
2020 9 9 9.89 Energ 5 5%
2021 11 11 12.09 Construction and Public Works 3 3%
2022 15 13 14.29 Transportation and Storage 2 2%
2023 17 17 18.68 Real Estate Activities 1 1%

Administrative and Support Service Activities 1 1%
Total % o 100.00 Education, Health, Sports and Other Social Services 1 1%

Source: KAP (Public Disclosure Platform).

An event study is a methodology employed in finance to assess the impact of an
unexpected economic, political, or social event on a company's stock returns (MacKinlay,
1997; Campbell et al., 2010; Benninga, 2014). It is crucial to establish that three fundamental
assumptions are satisfied to confirm the validity of an event study's findings. The first
assumption is related to the efficient markets hypothesis, which is one of the most important
foundations of the event study. The efficient markets hypothesis is based on the assumption
that securities reflect all information in the market (Fama, 1991: 1575). Fama (1970: 383)
divided market efficiency into three categories: weakly efficient, semi-strongly efficient, and
strongly efficient. The Event study method assumes that markets are efficient in a semi-
strong form (McWilliams & Siegel, 1997). The second assumption concerns that the relevant
event is unexpected by market participants and represents new information for investors. In
the event study, ARs are assumed to be a response to new information in the market
(McWilliams & Siegel, 1997). The third assumption is based on the claim that a researcher
can isolate the effect of one event from the impact of other events. To eliminate the
confounding effects of different events, researchers typically conduct their analyses by
considering short event windows (Konchitchki & O’Leary, 2011).

An event study typically comprises seven stages (Campbell et al., 1997). The first
stage is to define the event. The second stage involves selecting the enterprises to be included
in the analysis. The third stage consists of calculating both normal and abnormal returns.
The fourth stage is to choose an estimation method. The fifth stage involves testing the
technique. The sixth stage consists of interpreting the experimental results and findings. The
seventh and final stage is to conclude.

Figure 1 illustrates the timeline of the event study. The length of the estimation
window is represented by the period from T, to T,. When the event occurs (the M&A
announcement) at time 0, the event window is represented by the period from T, to T,. The
length of the post-event window covers the period from T, to Ts.
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Figure: 1
Event Study Timeline
TD Tl T2 TS
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[ Estimation Period ] [ Pre-event windows ]

Event Day

The estimation window is utilised to establish the typical behaviour of a stock relative
to a market or sector index. As a result, to estimate a stock’s return within the estimation
window, a model representing normal behaviour is required. Typically, a regression model
is utilised for this objective. A typical estimation window of 250 trading days is crucial for
achieving reliable results. A 250-day estimation window is commonly considered reasonable
for producing reliable results. Nevertheless, the selected samples may not represent a
sufficiently large number of days, or the study design may not be optimal. In this case, a
minimum of 126 observation days is required to ensure the reliability of the observations.
Suppose fewer than 126 observations are present within the estimation window. In that case,
it is possible that the market model’s parameters may not accurately reflect the actual stock
price movements, thereby affecting the relationship between stock returns and market
returns (Benninga, 2014). By the methodology employed in this study, the estimation
window is defined as 200 days. In this study, AARs are calculated in 61 different windows
spanning 30 days before and 30 days after the announcement date. Furthermore, CAAR,
PWCAAR, and ABHAR are computed for 62 windows over 50 days before and 50 days
after the merger announcement date. Moreover, the CAAR and PWCAAR for the entire
sample are calculated for seven various windows: (-30...+30), (-20...+20), (-15...+15), (-
10...+10), (-5...+5), (-3..+3), and (-1...+1). Additionally, CAAR and PWCAAR are
estimated in six distinct event windows across 10 sub-sectors to identify investor reactions
to M&A announcements specific to each industry. Consequently, investors' reaction to
M&A announcements in short- and long-term event windows is analysed.

There are numerous ways to apply the event study method. The literature contains a
variety of methodologies for calculating ARs. Dyckman et al. (1984) conducted studies
utilising several models, concluding that the least squares (LS) market model yielded
superior results. Consequently, this study has chosen the least squares (LSM) market model
as the estimation method. The expected returns in the LSM market model are calculated
using the following formula:

ERit =a+ ABRMmt + Ei,t (1)
where a and S are the constant and slope coefficients of the LSM regression model. RM,,;

represents the rate of return of the benchmark index (BIST 100) on day t. The coefficients a
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and g are calculated using 200 days estimation data at t_,s, and t_g,. Accordingly, ARs are
calculated according to the following formula:

ARy = Ryt — ERy 2

where AR;,it represents the AR of index i on day t. R;; represents the actual return of index
i on day t, while ER;;, represents the expected return of index i on day t.

The logarithmic method is used to calculate the actual daily return of the benchmark
index and all company stocks. Consequently, the R;; it is calculated as follows:

Ry = In (P”—) x 100 @®)
where P;; represents the price of index i on day t and P;._, represents the price of index i
before day t. The AAR for each day during the event window period is calculated as follows:

1
AAR; = N ?’:1 ARy 4

where AAR, represents the AAR on day t and N is the total number of companies. The
CAAR for the event window period is calculated as follows:

1 n
CAAR, -, = sz AARG, 1) 5)

where CAAR is the cumulative average abnormal returns, t, is the start of the event window
and t, is the end of the event window. This implies that the CAAR is the sum of all abnormal
returns that occur during the event window.

The study also calculates the standard CAAR, as well as the PWCAAR. The
PWCAAR is obtained using the relative weights of each stock. The PWCAAR is weighted
inversely proportional to the standard deviation of each stock. The PWCAAR (as a weighted
average of the original CAR) preserves the sample interpretation of the standardised CAAR
(Cowan, 2007). The PWCAAR is superior to the CAAR and the average standardised CAR.
The PWCAAR is calculated according to the following equation:

T.
PWCAART, 1, = X)1 X, 21, wj ARjr ©

1

e, Ohry,)
w = ( t=T1 AR]E) " (7)

ZL(EEH 5/211?]'5)_5

Tp
Zk=7e~Db(ARjk)2

2 1 (Rmt_ km)z
83k, = 14— e Bn) ®)

— . Tp — 32
D;-2 D; Zk=;Db(Rmk— Rm)
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where D;, denotes the number of non-missing estimation window returns for company j. R,;,;
represents the returns of the benchmark indices on day t in the event window, while R,
represents the return of the benchmark index on day k in the estimation window. R,,
represents the average benchmark (BIST 100) returns over the estimation period, while k
denotes the trading day within that period.

To ensure the robustness and reliability of the findings, the BHAR method is
employed as an alternative to the standard CAR. In their 1997 and 1999 publications, Barber
and Lyon, as well as Lyon et al., argue that tests based on standard CAR are not suitable for
event studies in long-term windows. Instead, they demonstrate that the BHAR approach is
more robust for evaluating AR in longer event windows. In the current study, ABHAR for
returns in longer event windows are calculated by the following equation:

BHARi[TlTZ] = H;;(l + Ri,t) - H;;(l + Rm,t) (9)

where R;; represents the returns of company i on day t and Ry, ; represents the return of the
benchmark index (BIST 100) on day t.

4, Statistical Significance of Abnormal Returns

All parametric test statistics assume that stock returns follow a normal distribution,
except for the Skewness-Corrected T-test. Unlike parametric tests, non-parametric tests do
not rely on normality assumptions regarding stock returns and can be used with smaller
sample sizes. Consequently, four parametric test statistics and three non-parametric test
statistics are employed to assess the robustness and reliability of the results.

The first parametric test is the Patell Z test, developed by Patell (1976). The Patell Z-
test is a robust test for CAR distribution across the event window and variance in event
window AR. Standardising the AR before portfolio construction assigns a lower weight to
the AR of securities with significant variances than the simple time series t-test. However,
it is sensitive to cross-sectional dependence and event-induced volatility. The test statistic
for the null hypothesis, with CAAR (H,: CAAR = 0) equal to zero, is as follows:

N CSARi(74,72)
=1 5(CSARy)

Patell, = \/%Z (10)

where CSAR; represents the cumulative standard abnormal return of company i.

The second parametric test is the cross-sectional t-test. Brown and Warner (1980)
demonstrated that it is robust against high event-induced variance. Similarly, Boehmer,
Musumeci, and Poulson (1991) showed that standard cross-sectional tests are comparable in
size but more robust. The test statistic for the null hypothesis is the cross-sectional t-test
(Cross-Sectional Test, abbr.: Csect T) with CAAR (H,: CAAR = 0) equal to zero,
formulated as follows:
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CAAR(tLtz) (11)

Teross = 3
CAAR(ty t7)

Under the null hypothesis, CAAR (H,: CAAR = 0) are equal to zero. The variance
estimator of this test statistic is based on the cross-section of ARs.

OCAAR, 1) = m iL1[CAR;(ty, t2) — CAAR(tLtz)]Z (12)

The third parametric test is the standardised cross-sectional t-test, also known as the
BMP test (abbr.: StdCSect T). The standardised t-test developed by Boehmer et al. (1991)
is a robust test against the distribution of ARs over the CAAR. The standardised cross-
sectional t-test is also robust against event-induced volatility and serial correlation.
However, it is sensitive to cross-sectional correlation. The test statistic for the null
hypothesis, with CAAR (H,: CAAR = 0) equal to zero, is as follows:

t = VN 4R (13)

S(scar)
where, SCAR,(z,,7,) = % N SCAR,(t,7,) and

S%scar = Gy TACalSCAR (v1, 75) — SCAR (1, 75)]2 (14)

The fourth parametric test, the skewness-corrected test (abbreviated T), was
developed by Hall (1992) and corrects the test statistics for potential skewness in the
distribution of returns. The test statistic for the null hypothesis, with CAAR (Hy: CAAR =
0) equal to zero, is as follows:

_ 1,241 2¢3, 1
t=VN(S+1ys2+2y28% + ) (15)

As far as the ingredients are concerned, first recall the cross-sectional sample
variance,

1
S?scar = g 2i=a[CARi (71, 72) — CAAR(11,72)]? (16)

Next, the corresponding sample skewness is given by,

N N [CARi(t4,7,)—CAAR(71,7,)]3

y= (N-2)(v-1) Zi=1 S3caar ' an
— CAAR (18)
Scaar

The first non-parametric test, the Generalized Sign Test (abbr.: Generalized Sign 2),
proposed by Cowan (1992), is based on the ratio of positive CAR over the event window
pd . Under the null hypothesis, this ratio should not systematically deviate from the ratio of
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positive CARs over the estimation window p/;,. Given that the proportion of positive CARs
is a binomial random variable, the following test statistic is employed:

___w-Np

2= INpGnNp (19)
where w denotes the number of the CAR; during the event window that are positive. p
denotes the fraction of the (AR;.) during the estimation window (across both i and t) that
are positive.

The second non-parametric test, the Generalized Rank Z Test (Abbr.: G-Rank Z)
developed by Kolari and Pynnonen (2011), works with standardised ARs instead of simple
ARs and, in practice, is a robust test against high event-induced variance. Additionally,
Monte Carlo studies have demonstrated that this test is robust to serial return correlations
that may arise in specific stocks. The test statistic for the null hypothesis, with CAAR
(Hy: CAAR = 0) equal to zero, is as follows:

7= ﬁL1+1 (20)

- ]
SUL1+1

2 _ Ly
SUL1+1 12N (Ly+2) 1)
The third non-parametric test, the Generalized Rank T Test (abbreviated as
Generalized Rank T), developed by Kolari and Pynnonen (2011), is robust against cross-
sectional and serial correlation of returns, as well as the event-induced volatility problem.
The test statistic for the null hypothesis, with CAAR (H,: CAAR = 0) equal to zero, is as
follows:

t = 2.(225) with 7 = 22 22)

L,—Z2

U

i company’s standardized CAR (SCAR;),

+ _ SCAR;

SCAR; =3~ (23)
1 Ty Ty 1

SSZCAR:—(N_U ML1[SCAR;(t1,75) — SCAR (71, 72)]* ve SCAR = XL, SCAR; (24)

This, for any i company, gives a time series of length L, + 1:
{GSAR; 4, ...,GSAR;;,,GSAR; . .} = {SAR;z,, ..., SAR; 1, SCAR; } (25)

Subsequently, for any i company’s,

rank(GSAR;t)

U., =
Lt Li+2

-05 (26)

115



Eren, B.S. (2025), “The Impact of Mergers and Acquisitions on Acquirers’
Stock Returns: Evidence from Tiirkiye”, Sosyoekonomi, 33(64), 103-130.

5. Empirical Findings

This study section presents the AAR, CAAR, PWCAAR, and ABHAR calculated
around the M&A initial announcement date, CMB approval announcement date, and M&A
registration announcement date. However, the tables do not include CAAR, PWCAAR, and
ABHAR values that are not statistically significant around the announcement dates.

Table: 3
AAR and Test Statistics on and Around First M&A Announcements (N = 91)
AARs Parametric Tests Non-Parametric Tests

Day AAR (%) Pos:Neg Patell Z Csect T StdCSect T Skewness-Corrected T GenSign Z Gen Rank Z Gen Rank T
-30 0.30 43:48 1.583 0.878 1.434 0.922 0.303 0.488 0.499
-29 -0.30 : -1.204 -1.11 -1.263 -1.034 -0.968 -1.3 -1.33
-28 -0.30 -1.354 -0.928 -1.388 -0.882 -1.392 -1.411 -1.444
-27 0.30 0.902 1.298 1.054 1.38 0.939 0.835 0.855
-26 0.10 0.706 0.308 0.74 0.33 0.303 0.129 0.132
-25 -0.30 -0.587 -1.551 -0.766 -1.481 -2.027** -1.635 -1.673*
-24 -0.20 -0.091 -0.768 -0.106 -0.728 -0.968 -1.012 -1.035
-23 -0.40 -1.517 -1.4 -1.603 -1.334 -2.027** -1.964** -2.008**
-22 0.20 0.997 0.76 0.894 0.821 0.091 0.277 0.283
-21 -0.30 -1.169 -0.848 -1.257 -0.823 -1.392 -1.289 -1.321
-20 0.60 1.744* 1.899* 1.561 2.196** 0.303 0.694 0.71
-19 0.10 0.383 0.312 0.398 0.341 0.091 0.1 0.102
-18 0.60 2.110** 1.993** 1.916* 2.261** 1.574 1.624 1.662*
-17 0.50 2.264** 1.829* 2.435** 1.733* 1.574 2.470** 2.527**
-16 0.10 -0.041 0.418 -0.04 0.443 -0.12 -0.853 -0.873
-15 0.00 0.348 0.069 0.35 0.059 -0.332 0.052 0.053
-14 0.00 -0.155 -0.105 -0.109 -0.11 -1.392 0.17 0.174
-13 -0.40 -1.516 -1.355 -1.47 -1.55 -0.544 -0.794 -0.812
-12 0.40 1.158 0.943 0.747 0.928 1.151 1.286 1.315
-11 0.30 0.514 0.704 0.361 0.738 0.727 0.413 0.422
-10 -0.10 -0.571 -0.344 -0.58 -0.328 -0.968 -0.959 -0.982
-9 0.10 0.76 0.312 0.573 0.352 0.939 0.733 0.75
-8 -0.20 0.041 -0.426 0.034 -0.43 -0.756 -0.154 -0.158
-7 0.30 1.162 0.816 1.005 0.811 1.151 1.15 1.177
-6 -0.10 -0.875 -0.198 -0.69 -0.161 -1.392 -1.2 -1.228
-5 0.30 0.516 0.969 0.53 0.979 1.998** 0.959 0.983
-4 0.70 2.516** 2.241** 2.287** 2.357** 2.210** 2.096** 2.144**
-3 0.30 1.392 117 1317 1.232 0.939 0.819 0.838
-2 0.00 : 0.72 0 0.649 0.007 -0.544 0.041 0.042
-1 0.80 51:40 3.128*** 2.305** 2.413** 2.591** 1.998** 2.114** 2.161**
0 0.30 45:46 1.850* 0.662 1.379 0.682 0.727 1.134 1.159
1 -0.20 39:52 -0.126 -0.663 -0.094 -0.667 -0.544 -0.24 -0.246
2 0.10 47:44 -0.171 0.441 -0.165 0.457 1.151 -0.615 -0.629
3 0.00 42:49 -0.237 -0.115 -0.223 -0.097 0.091 -0.812 -0.831
4 -0.40 37:54 -1.019 -1.686* -1.236 -1.737* -0.968 -1.923* -1.968*
5 0.00 0.415 0.07 0.433 0.084 -0.544 -0.263 -0.269
6 0.30 2.094** 1.004 1.722* 1.017 0.939 1.254 1.283
7 -0.40 -1.379 -1.218 -1.257 -1.26 -0.332 -1.327 -1.358
8 -0.30 -1.034 -0.948 -1.144 -0.95 -1.18 -1.266 -1.296
9 0.60 1.497 1.956* 1.493 1.911* 2.422** 2.357** 2.409**
10 0.10 -0.21 0.388 -0.186 0.431 -0.756 -0.123 -0.125
11 0.50 1.311 1.241 0.851 1.347 1.363 0.882 0.902
12 0.40 1.026 1.248 0.909 1.287 1.786* 1.05 1.074
13 0.00 -0.019 0.036 -0.019 0.067 -0.968 -0.336 -0.343
14 0.00 R 0.023 0.142 0.022 0.133 0.303 -0.311 -0.318
15 -0.60 36:55 -2.128** -2.116** -2.221** -2.147** -1.18 -1.941* -1.986**
16 0.50 n 1.543 1.526 1.298 1.673* 0.515 0.583 0.596
17 -0.20 -1.117 -0.651 -1.166 -0.639 -0.544 -1.517 -1.553
18 0.10 0.339 0.555 0.336 0.591 -0.12 -0.136 -0.139
19 0.40 0.908 1113 0.764 1.218 -0.756 -0.039 -0.039
20 0.20 -0.005 0.592 -0.005 0.617 -0.332 -0.302 -0.309
21 0.50 52:39 1.852* 1.757* 1.729% 1.814* 2.210** 1.880$ 1.924%
22 -0.70 28:62 -2.729*** -2.670*** -3.306*** -2.593** -2.663*** -3.534***+* -3.618****
23 -0.10 0.275 -0.274 0.352 -0.272 0.303 -0.17 -0.174
24 0.50 1127 1.760* 1.168 1.948* -0.332 0.535 0.547
25 0.90 2.597*** 2.350** 2.001** 2.922%** 0.303 1.381 1414
26 -0.30 -1.31 -1.191 -1.453 -1.182 -1.392 -1.817* -1.859*
27 0.70 2.343** 2.050** 2.216** 2.146** 2.634*** 2.243** 2.296**
28 0.60 1.304 1717* 1.145 1.950* -0.12 0.925 0.946
29 -0.20 38:53 -0.353 -0.53 -0.378 -0.499 -0.756 -0.288 -0.295
30 0.50 46:45 1.905* 1.168 1.378 1.281 0.939 135 1.381

Note: *, ** *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.
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Table 3 reports the results of the AAR 30 days before and 30 days after the date of
the first M&A announcement. Additionally, the AAR values corresponding to each day of
the event window are graphically depicted in Figure 2.

As illustrated in Table 3, the AAR values remain stable and positive in the pre-
announcement windows, starting 5 days before and continuing until the announcement date
(0). The positive AAR value reached its maximum (0.80%) on the day before the
announcement day. Among these values, AAR values 4 and 1 days before the announcement
date are significant according to parametric and non-parametric test statistics. Additionally,
in 61-day AAR windows, 41-day AAR values are positive, while 20-day AAR values are
negative. The positive and significant AAR values on days 4 and 1 before the
announcements indicate that investors perceived the M&A announcement as beneficial for
them. Furthermore, 52 and 51 AARs of 91 companies were positive on the 4" and 1% days
before the announcement. However, it is observed that the positive AAR values, which had
started 5 days before the announcement, turned into an adverse reaction in the days following
the announcement. This adverse reaction becomes significant on the 4™, 15", and 22" days
after administration. Positive and significant AAR values are observed on the 9™ and 27"
days after the announcement.

Figure: 2
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Table 4 reports the CAAR and the PWCAAR for 64 windows before the M&A
announcement dates. Figure 3 graphically depicts the CAAR and PWCAAR corresponding
to 64 event windows. Notably, all CAAR and PWCAAR values within the 27-event window
ranging from (-27...0) to (-1...0) exhibit positive and statistical significance based on both
parametric and non-parametric tests. It can be observed that the values of CAAR and
PWCAAR exhibit a gradual decline from the 50th day before the event to the day of the
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announcement. The CAAR values start at 3.60% on day -50, peak at 4.70% in windows (-
22...0) and (-20...0), and remain positive in all windows until the day before the event (-
1...0), reaching 1.10%. The highest CAAR values, at 4.70%, are observed in the (-22...0)
and (-20...0) event windows. The highest PWCAAR value, at 3.90%, is observed at (-
20...0). Both parametric and non-parametric test statistics indicate the presence of
statistically significant CAAR and PWCAAR values at the 0.01 and 0.001 levels in the (-
5...0) and (-4...0) windows. In the post-announcement event windows, the highest CAAR
and PWCAAR values (5.40% and 2.50%) are significant in the (0...+50) window according
to parametric and nonparametric tests.

Table: 4
CAAR, PWCAAR, and Test Statistics on and around First M&A Announcements
(N =91)
Cumulative Average Abnormal Return (%) Parametric Tests Non-Parametric Tests
Event Window | CAARs (%) | PWCAARs (%) | Pos:Neg | Patell Z Csect T | StdCSect T | Skewness-Corrected T | GenSign Z | Gen Rank Z | Gen Rank T
(-50...0) 3.60 270 53:38 1.890* 1.317 1.440 1.453 -0.134 0.882 0.884
(-40...0) 3.60 3.80 51:40 2.481** 1.518 1.809* 1.668* 1.132 1.601 1.628
(-30...0) 3.90 3.60 47:44 2.823%** 1.779* 2.094** 1.877* 1.151 2.059** 2.106**
(-29...0) 3.60 3.10 47:44 2.581%** 1.725* 1.957* 1.807* 1.151 1.996** 2.041**
(-28...0) 3.90 3.40 46:45 2.848*** 1.898* 2.137** 1.972* 0.939 2.291** 2.343**
(-27...0) 4.20 3.80 50:41 3.154%** 1.983* 2.296** 2.053** 1.786* 2.352** 2.406**
(-26...0) 3.90 3.70 47:44 3.039%** 1.869* 2.233** 1.928* 1.151 2.236** 2.287**
(-25...0) 3.80 3.40 52:39 2.958*** 1.833* 2.136** 1.906* 2.210** 2.347** 2.402**
(-24...0) 4.10 3.40 50:41 3.134%** 2.014** 2.244** 2.096** 1.786* 2.497** 2.555**
(-:23...0) 4.30 3.30 51:40 3.217*** 2.222** 2.364** 2.280** 1.998** 2.681*** 2.742%**
(-:22...0) 4.70 3.70 53:38 | 3.603**** | 2.546** 2.667*** 2.548** 2.422** 3.014*** 3.083***
(-:21...0) 4.50 3.50 55:36 | 3.471%*** | 2.532** 2.657*** 2.447** 2.845%** 3.039*** 3.109***
(-20...0) 4.70 3.90 57:34 | 3.808**** | 2.783*** 2.954%** 2.558** 3.269*** 3.488***+* 3.569****
(-19...0) 4.10 3.70 61:30 3.512**** | 2.516** 2.741*%** 2.30** 4.117%*** 3.413%*** 3.491****
(-18...0) 4.00 3.60 61:30 | 3.515%*** | 2.478** 2.693*** 2.155** 4.117%+* | 3.416%+** 3.493****
(-17...0) 3.40 3.10 56:35 3.114%** 2.119** 2.359** 1.863* 3.057*** 3.060*** 3.130%**
(-16...0) 2.90 2.60 53:38 2.655*** 1.779* 1.964* 1.569 2.422** 2.567** 2.627***
(-15...0) 270 270 54:37 2.747*+** 1.716* 2.0** 1.488 2.634*** 2.660*** 2.722%**
(-14...0) 270 2.60 53:38 2.747*+** 1.799* 2.024** 1.551 2.422** 2.663*** 2.725***
(-13...0) 2.70 2.60 52:39 2.885*** 2.010** 2.205** 1.840* 2.210** 2.658*** 2.720***
3.20 2.90 52:39 3.414*%*** | 2.558** 2.637*** 2.50** 2.210** 2.883*** 2.949***
2.80 2.60 51:40 3.219*** 2.529** 2.741*%** 2.572** 1.998** 2.597*** 2.656***
2.50 2.60 53:38 3.207*** 2.596** 2.947*+** 2.674*** 2.422** 2.930*** 2.998***
2.60 2.80 54:37 3.545**** | 2.622** 3.203*** 2.724%** 2.634*** 3.166*** 3.238***
2.40 2.60 55:36 | 3.483**** | 2.556** 3.134%** 2.662*** 2.845%** 3.123*** 3.195%**
2.60 2.50 56:35 | 3.680**** | 3.172*** 3.327*** 3A4TTH*** 3.057*** 3.166*** 3.239%**
2.40 210 55:36 3.495**** | 3.201*** 3.382*** 3.621**** 2.845*** 3.137*** 3.210***
240 2.50 56:35 4.133%*** | B.627*** | 4.117**** 4.174%*** 3.057*** 4.003**** 4.096****
2.20 2.40 54:37 4.297**** | 3.234**+* 4.021**** 3.876**** 2.634*** 3.919%*** 4.010%***
1.40 1.80 54:37 3.546**** 2.144** 3.065*** 2.533** 2.634*** 2.971%** 3.040***
1.10 1.50 54:37 3.291**** 1.999** 2.980*** 2.237** 2.634*** 2.917*** 2.983***
1.10 1.30 55:36 3.521**** 2.164** 2.801*** 2.525** 2.845*** 2.769*** 2.831***
0.20 0.90 47:45 1.692* 0.458 1.490 0.457 0.928 0.992 0.977
(0...+28) 3.50 1.40 47:44 1.675* 1.455 1.145 1.517 1.151 1.504 1.538
(0...+29) 3.40 1.40 47:44 1.582 1.388 1.092 1.422 1.151 1.551 1.587
(0...+30) 3.80 1.80 49:42 1.899* 1.601 1.333 1.641 1.574 1.917* 1.960*
(0...+40) 4.40 1.90 55:36 1.882* 1.718* 1.403 1.816* 1.998** 1.809* 1.850*
(0...+50) 5.40 2.50 62:29 2.141** 2.101** 1.717* 2.143** 2.421** 2.408** 2.464***

Note: *, **, *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.

The findings indicate that investors perceive M&A announcements as beneficial and
exhibit a positive reaction one month before the announcement dates. In contrast, although
there is evidence of positive CAAR and PWCAAR in the event windows after the
announcement date, these observations are not statistically significant. Investors’ positive
and significant reactions before M&A announcements, but their insignificant reactions
afterwards, suggest the possibility of leaked information about M&A deals. In the post-event
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period, positive and significant CAAR, PWCAAR, and ABHAR values are observed within

the long-term event windows (0...+40) and (0...+50).
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ABHARs and Test Statistics on and around First M&A Announcements (N = 91)

Average Buy-and-Hold Abnormal Returns Parametric Tests
Event Window (ABHARS) (%) Pos:Neg Csect T Skewness-Corrected T

(-50... 5.96 53:38 1.3607 1.7078*

(-40 6.78 51:40 1.8671* 2.4318**

(-30 5.39 47:44 1.8047* 2.2594**

(-29 4.95 47:44 1.7499* 2.1697**

(-28 5.15 46:45 1.9153* 2.3491**

(-27 5.66 50:41 2.03** 2.500**
512 47:44 1.9396** 2.3282**
5.05 52:39 1.892* 2.3078**
5.36 50:41 2.0298** 2.5243***
5.36 51:40 2.2311%** 2.7061***
5.56 53:38 2.5492*** 3.0077***
5.07 55:36 2.5535%** 2.8411%**
5.27 57:34 2.8216*** 3.0909****
4.56 61:30 2.544*** 2.8115%**
4.39 61:30 2.5769*** 2.6925***
3.72 56:35 2.2366*** 2.3039***
3.17 53:38 1.9287** 1.9715**
3.01 54:37 1.8894* 1.8652*
291 53:38 1.9492* 1.8818*
2.82 52:39 2.0113** 1.9619**
3.18 52:39 2.4294** 2.4457**
2.73 51:40 2.3524** 2.4103**
2.34 53:38 2.3261** 2.4241**
2.46 54:37 2.3852** 2.5078***
2.41 55:36 2.3956** 2.5389***
2.54 56:35 2.9474%** 3.28****
2.25 55:36 2.9436*** 3.3946****
2.33 56:35 3.381**** 3.9574****
210 54:37 3.0006**** 3.6715%***
140 54:37 1.9873** 2.415%**
1.05 54:37 1.8588* 2.1101**
1.07 55:36 2.086** 2.4615**
4.05 48:43 1.5643 1.8878%
3.87 44.47 1.3755 1.6976
4.85 46:45 1.5539 2.0097**
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(0...+28) 5.69 47:44 1.661 2.2541%**
(0...+29) 5.42 47:44 1.6456 2.169**
(0...4+30) 571 49:42 1.8085 2.3583***
(0...+40) 6.78 55:36 1.8671* 2.4318***
(0...+50) 7.24 62:29 2.1685*** 2.5347***

Note: *, **, *** and ***=* jndicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.

Table 5 presents the ABHARs and the corresponding test statistics across 64
windows, with 32 before and 32 after M&A announcements. Additionally, the ABHARS in
various windows between -50 and +50 are illustrated in Figure 4. The results of the ABHARs
analysis are consistent with those of the CAARs and PWCAARs in Table 4. The results of
ABHARSs analyses are evaluated using two parametric test statistics. Table 5 illustrates that
the highest ABHARS are observed in the 50 days preceding the announcement date (7.24
%), a statistically significant value. ABHARs values 4 and 5 days before the announcement
are significant at the 1%. Similar to the findings observed with CAARs and PWCAARs,
ABHARSs results are significant in both the pre-announcement and 40th and 50th-day post-
announcement windows. The results indicate that the longer investors wait to sell their
holdings in the period surrounding M&A announcements, the greater the profit they will
make.

Figure: 4
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Table 6 reports the CAAR and PWCAAR values in 64 windows, calculated around
the second announcement date. However, Table 6 excludes the CAAR and PWCAAR values
due to their lack of statistical significance. Table 6 and Figure 5 show an upward trend in
CAARs and PWCAARs, starting 50 days before the announcement and reaching a minimum
point 15 days before the announcement. A positive trend starts 8 days before the
announcement date. However, investors’ reaction to the second M&A announcement was
not stronger than the first M&A announcement. At the same time, there is a noticeable
decrease in the statistical significance of CAARs and PWCAARs. Parametric and
nonparametric test statistics show that the most significant CAAR and PWCAAR are
observed in the (-5...0) and (-4...0) time windows. On the third day after the second M&A
announcement, the values of CAAR and PWCAAR were not statistically significant.
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Table: 6
CAAR, PWCAAR, and Test Statistics on and around Second M&A Announcements
(N =91)
Cumulative Average Abnormal Return (%) Parametric Tests Non-parametric Tests
Event Window | CAARs (%) | PWCAARs (%) | Pos:Neg | Patell Z | Csect T | StdCSect T | Skewness-Corrected T | GenSignZ | Gen Rank Z | Gen Rank T
- 4.40 2.30 50:41 1.831* 1.804* 1.730* 1.977* 1.818* 1.678* 1.503
4.50 2.30 52:39 2.041** | 2.034** 1.950* 2.262** 1.607 1.883* 1.688*
4.00 150 53:38 1.894* 1.943* 1.725* 2.186** 2.519** 1.949* 1.724*
4.00 170 54.37 2.006** | 1.985* 1.816* 2.217** 2.729%** 2.127** 1.882*
3.90 1.60 51:.40 1.957* 1.933* 1.749* 2.154** 2.097** 1.996** 1.765*
3.50 150 50:41 1.788* 1.739* 1575 1.90* 1.887* 1.859* 1.644
3.10 1.00 49:42 1.477 1.586 1312 1.70* 1.676* 1.597 1.412
(-8...0) 120 170 51:40 1.973* 1.378 1.896* 1.549 2.374* 2.102** 1.864*
(-7...0) 0.90 1.30 47:44 1.598 1.145 1.618 1.276 1.529 1.592 1413
(-6...0) 0.70 110 54:37 1.483 0.914 1.522 0.969 3.008*** 2.138** 1.897*
(-5...0) 1.00 140 52:39 1.911* 1.220 1.858* 1.289 2.586*** 2.348** 2.083**
(-4...0) 140 1.30 55:36 2.449** | 1.877* 2.292** 2.080** 3.220*** 2.774*** 2.461**
(-3...0) 120 0.90 53:38 2.046** | 1.757* 1.904* 1.926* 2.797*** 2.059** 1.827*
(-2...0) 0.60 0.60 49:42 1.261 1.063 1.217 1.084 1.952* 1.717* 1.524
(-1...0) 0.80 0.70 54:37 1.929* 1.699* 1.824* 1.778* 3.008*** 2.517** 2.235**
(0...+1) 0.80 0.40 48:43 1.693* 1.440 1.261 1531 1.740* 2.192** 1.945*
(0...+2) 0.30 0.60 49:42 0.821 0.599 0.692 0.609 1.952* 1.480 1312
(0...+3) 0.20 0.20 48:43 0.378 0.236 0.324 0.240 1.740* 1.335 1.184
(0...150) 2.20 140 41:46 1.047 0.784 0.817 0.775 0.313 1.457 1.306

Note: *, ** *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.
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Table 7 and Figure 6 illustrate the ABHAR values within the (-50...+50) event
window. Before the second M&A announcement, the (-50...0) and (-40...0) event windows
exhibited maximum ABHAR values of 6.15% and 6.03%, respectively. These values are
statistically significant at the 0.05 and 0.01 levels, respectively. However, the period from
the 23" to the fourth day before the announcement date shows no significant ABHAR. In
addition, significant ABHAR is observed in the short-term windows before the
announcement. In the event windows after the second M&A announcement, no statistically
significant ABHAR are observed. The ABHAR results calculated around the second
announcement date are similar to those of the CAAR and PWCAAR. Figure 6 illustrates a
positive, decreasing trend in the value of ABHAR from the 50™ day before the second M&A
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announcement until the 15" day. It follows a horizontal trend in the following event
windows.

Table: 7
ABHAR and Test Statistics on and around Second M&A Announcements (N = 91)
Average Buy-and-Hold Abnormal Return Parametric Tests
Event Window (ABHAR) (%) Pos:Neg Csect T Skewness-Corrected T

(-50...0) 6.15 50:41 1.8247* 2.2549**
(-40...0) 6.03 52:39 2.0167*** 2.6307***

5.31 53:38 1.9489* 2.6035***

5.27 54:37 1.9948* 2.643***

5.03 51:40 1.9384* 2.558***

4.60 50:41 1.8015* 2.3147**

4.01 49:42 1.6995* 2.0996**

3.75 51:40 1.7305* 2.0602**

3.49 52:39 1.6738* 1.9671**

3.04 50:41 1.5568 1.7585*
(-4...0) 141 55:36 1.8486* 2.1414**
(-3...0) 1.20 53:38 1.7806* 1.9935**
(-2...0) 0.61 49:42 1.1026 1.1365
(-1...0) 0.83 54:37 1.7176* 1.8191*
(0...+50) 2.67 41:46 0.8254 0.8795

Note: *, **, *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.
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Table 8 and Figure 7 illustrate the CAAR and PWCAAR surrounding the third
announcement date. In Table 8, statistically insignificant values have been excluded. Except
for the (-50...0) window, there are no positive and significant CAAR and PWCAAR in the
period surrounding the M&A completion announcement. Figure 5 illustrates that the values
of CAAR and PWCAAR around the announcement exhibit a horizontal trend. The event
windows around the M&A completion announcement show no significant CAAR or
PWCAAR. This suggests that equity market participants may have already factored M&A
announcements into their pricing.
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Table: 8
CAAR, PWCAAR, and Test Statistics on and around Third M&A Announcements
Cumulative Average Abnormal Return (%) Parametric Tests Non-Parametric Tests
Event Window | CAAR (%) | PWCAAR (%) | Pos:Neg | PatellZ | Csect T | StdCSect T | Skewness-Corrected T | GenSignZ | GenRank Z | Gen Rank T
(-50...0) 4.90 3.30 55:36 2.112*%* | 2.107** 1.976* 2.254** 2.701*** 2.280** 2.101**
(-40...0) 3.40 2.20 54:37 1.679* 1.744* 1518 1.815* 1.438 1.642 1516
(-2...0) -0.70 -0.80 36:55 -1.599 -1.358 -1.60 -1.276 -1.064 -1.940* -1.857*
(-1...0) -0.70 -0.80 37:54 -2.010** | -1.362 -1.702* -1.318 -0.854 -1.624 -1.556
(0...+50) 2.10 2.40 52:39 1.489 0.718 0.851 0.965 0.118 1.565 1.443
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Table 9 and Figure 8 illustrate the ABHAR surrounding the third M&A
announcement date. There are no statistically significant ABHAR values around the third
M&A announcement date, except the (-50...0) event window. These findings suggest that
equity market participants may have already factored M&A announcements into their
pricing. Figure 8 illustrates a downward trend in ABHAR values from day 50 to day 21,
followed by a horizontal trend in post-event windows. These findings are consistent with the
CAAR and PWCAAR values.

Table: 9
ABHAR and Test Statistics on and around Third M&A Announcements (N = 91)
Average Buy-and-Hold Abnormal Return Parametric Tests
Event Window (ABHAR) (%) Pos:Neg Csect T Skewness-Corrected T
(-50...0) 0.0604 55:36 2.1649** 2.4951**
(0...+50) 0.0373 52:39 1.09 1.1972
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Figure: 8
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Various Windows CAAR, PWCAAR, and Test Statistics
(First M&A Announcements)

Parametric Tests Non-parametric Tests
Event Window | CAARs (%) | PWCAARs (%) | N | PatellZ Csect T | StdCSect T | Skewness-Corrected T | GenSignZ | GenRank Z | Gen Rank T
(-30...430) 7.50 4.80 91 | 3.129*** | 2.671*** 2.548** 3.083*** 3.269*** 2.511** 2.570**
(-20...4+20) 5.90 3.40 91 | 2.920*** | 2.355** 2.048** 2.475** 3.114%** 2.239** 2.308**
(-15...+15) 2.90 2.30 91 1.917* 1.385 1.430 1321 2.021** 1.873* 1.928*
(-10...+10) 2.40 2.60 91 | 2.240** 1.704* 2.065** 1.725* 2.021** 1.658* 1.706*
(-5...%5) 1.90 2.30 91 | 2.668*** | 2.298** 2.778*** 2.337** 2.021** 2.361** 2.427**
(-3...13) 1.30 170 91 | 2.444** 2.001** 2.634*** 2.091** 2.021** 2.069** 2.131**
(1.4 0.90 1.40 91 | 2.798*** 1.637 2.657*** 1.677* 1.809* 2.642%** 2.718***

Note: *, **, *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.

Table 10 presents the CAAR and PWCAAR calculation results in various event
windows. Both the short-term and long-term windows exhibit positive and significant
CAAR and PWCAAR. The findings reveal a stronger positive investor reaction to M&A
announcements in the long term than short-term events. This indicates that the later the
investors sell their stocks around M&A announcements, the more gains they will realise.

Table 11 reports CAAR and PWCAAR values in 10 sectors and six event windows.
CAAR and PWCAAR values are evaluated using two parametric and two non-parametric
test statistics. In the (-20...0) event window, it is observed that positive and significant
CAAR and PWCAAR are present in the financial institutions (4.9% and 4%) and technology
(9.8% and 10.5%) sectors, respectively. Similarly, positive and significant CAAR and
PWCAAR are observed in the financial institutions (2.8% and 1.9%) and technology (6.9%
and 7.3%) sectors, respectively, within the (-10...0) event window. In the (-5...0) event
window, positive and significant CAAR and PWCAAR are observed in financial institutions
(3% and 2.4%), manufacturing (2.4% and 3.1%), technology (4.4% and 4.3%), and
transportation and storage (5.5% and 5.5%) sectors. It can be observed that positive and
significant CAAR and PWCAAR occur in the technology, transportation and storage,
construction, and public works sectors following announcements at (0...5), (0...10), and
(0...20). In general, sectoral results indicate that investors tend to react positively and
significantly five days before M&A announcements. This means that the (-5...0) event
window is the most profitable period for investors.
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Table: 11
Sectoral CAAR, PWCAAR, and Test Statistics (First M&A Announcements)
Cumulative Average Abnormal Return Parametric Tests Non-Parametric Tests
Sectors Event Window | CAAR (%) PWCAAR (%) | N Csect T Skewness-Corrected T GenSignZ | GenRank T

Financial 4.90 4.00 36 1.369 1.634 2.280**
Manufacturing 140 2.00 29 0.795 0.786 1.945* 1.422
Wholesale and Retail Trade -0.10 0.60 7 -0.022 -0.005 -0.277 -0.375
Technology 9.80 10.50 6 3.405** 2.769** 2.023** 2.465**
Energy 18.60 10.60 5 2.697** 1.831 1.438 1474
Construction and Public Works (20...0) -1.30 -1.40 2 -0.137 1.0 0.095 -0.168
Transportation and Storage 4.80 6.70 2 0.384 1.0 0.062 0.447
Real Estate Activities 19.18 - 1 - - - 1.1014
Administrative and
Support Service Activities 23.96 B 1 B B - 0.7815
Education, Health, Sports and
Other Social Services 7 ) : ) ) B 0.6364
Financial 2.80 1.90 36 1510 1.584 0.628 1.850$
Manufacturing 1.40 2.30 29 0.960 0.967 1.197 1.226
Wholesale and Retail Trade 0.40 2.80 7 0.154 0.144 0.479 -0.026
Technology 6.90 7.30 6 4.409*** 4.662*** 2.849*** 3.008***
Energy 3.80 5.10 5 0.807 0.587 1.438 1.493
Construction and Public Works (-10...0) 2.90 3.00 2 0.548 1.0 0.095 -0.182
Transportation and Storage 1.40 2.30 2 0.243 1.0 0.062 0.239
Real Estate Activities 9.60 - 1 - - - 0.7617
Administrative and
Support Service Activities -6.18 B 1 B B - -0.2785
Education, Health, Sports and
Other Social Services 6.08 ) : ) ) B 0697
Financial 3.00 2.40 36 2.251** 2.628** 2.304** 2.892***

lanufacturing 2.40 3.10 29 2.40** 2.728** 1.945* 2.558**
Wholesale and Retail Trade 0.90 130 7 0.511 0.524 0.479 0.239
Technology 4.40 4.30 6 3.048** 2.224* 2.023** 2.354**
Energy -1.60 -1.50 5 -0.572 -0.428 -1.248 -1.331
Construction and Public Works (-5...0) -0.70 -0.70 2 -2.152** 1.0 -1.323 -2.219**
Transportation and Storage 5.50 5.50 2 14.169%* 1.0 1.478 2.40**
Real Estate Activities 8.32 - 1 - - - 0.8938
Administrative and
Support Service Activities 247 B 1 B B - 0.1507
Education, Health, Sports and
Other Social Services 288 ) : ) ) B 04t
Financial 0.00 0.60 36 -0.044 -0.019 -0.712 0.058
Manufacturing -1.50 -0.40 29 -1.753* -1.640 -0.673 -1.762*
Wholesale and Retail Trade 2.30 0.70 7 0.804 0.774 0.479 0.401
Technology 2.00 1.50 6 1173 1.303 1.198 1.046
Energy -4.90 -3.50 5 -1.080 -1.270 0.543 -0.622
Construction and Public Works (0...+5) 0.10 0.10 2 0.041 1.0 0.095 -0.015
Transportation and Storage 6.90 7.10 2 6.282**** 0.0 1.478 2.339***
Real Estate Activities -3.17 - 1 - - - -0.3406
Administrative and
Support Service Activities 299 - 1 - - - 0.1825
Education, Health, Sports and
Other Social Services 511 - 1 - - - 0.7932
Financial -1.10 -0.20 36 | -0.605 -0.662 0.377 0.026
Manufacturing -0.50 0.00 29 | 0317 -0.282 0.075 -0.886
Wholesale and Retail Trade 6.30 3.60 7 1.429 1.881 1.236 1.536
Technology 5.40 5.20 6 2.901** 1.307 2.023** 2.330**
Energy -8.50 -7.30 5 -1.413 -1.985 -1.248 -1.176
Construction and Public Works 0..4+10) 7.20 7.20 2 19.917** 10 1512 1.710*
Transportation and Storage 10.30 11.40 2 1.508 10 1.478 1.433
Real Estate Activities -8.67 - 1 - - - -0.6879
Administrative and
Support Service Activities .09 3 1 3 3 - 0.3195
Education, Health, Sports and
Other Social Services .27 3 : 3 3 - -0.1456
Financial -1.20 -1.60 36 -0.322 -0.40 0.293 0.459
Manufacturing -0.70 -0.10 29 -0.294 -0.249 -0.299 -0.696
Wholesale and Retail Trade 15.00 -2.20 7 1.590 19918 0.479 0.418
Technology 9.80 12.40 6 3.011** 1.925 2.023** 2.311**
Energy -1.10 2.50 5 -0.094 -0.079 -0.353 0.068
Construction and Public Works (0...420) 10.50 10.60 2 2.728 10 1512 1.432
Transportation and Storage 10.40 12.60 2 0.741 10 0.062 0.790
Real Estate Activities -10.50 - 1 - - - -0.603
Administrative and
Support Service Activities 12.56 3 1 3 3 - 0.4097
Education, Health, Sports and
Other Social Services L76 ) ! ) ) B -0.9758

Note: *, ** *** and **** indicate the statistical significance at the 0.10, 0.05, 0.01, and 0.001 levels, respectively.
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6. Conclusions and Implications

Using an event study methodology, this study examines the stock price performance
of 91 Turkish companies involved in domestic mergers and acquisitions (M&A) between
2016 and 2023. Explicitly analysing the stock performance of acquiring companies, the
study calculates abnormal returns around three key M&A announcement dates: the initial
M&A announcement, the Capital Markets Board (CMB), and the M&A registration
announcement.

In addition to estimating standard AR, PWCAAR and ABHAR are assessed in this
study. Furthermore, abnormal returns are evaluated according to parametric and non-
parametric test statistics. Consequently, the reliability and robustness of the findings are
analysed. Firstly, AAR is calculated in 61 windows, 30 days before and 30 days after the
first announcement. Subsequently, around the three announcement dates, CAAR,
PWCAAR, and ABHAR are reported in 64 different windows, 50 days before and 50 days
after the announcement. Finally, around the first announcement, CAAR and PWCAAR are
reported in eight windows.

The results of the AAR, calculated in 61 different windows, indicate that investors’
reactions were positive, spanning from 5 days before the first announcement date to the
announcement day. However, only the -4th and -1st day AARs are significant. After the first
announcement date, the values of AARs were observed to fluctuate. Around the first M&A
announcement date, CAARs and PWCAARSs values are consistently positive from day -27th
to day -1%, and all of these values are statistically significant, according to both parametric
and non-parametric statistical tests. During the event window (-22 to 0), the CAAR value
reaches its maximum, with a value of 4.70%. The PWCAAR value reaches its maximum
during the event window (-20 to 0), with a value of 3.90%. According to parametric and
non-parametric test statistics, both values are statistically significant. Nevertheless, while
the CAAR and PWCAAR values are positive in the post-announcement event windows, they
are not statistically significant, except for the (0...+40) and (0...+50) event windows.
Furthermore, the results of the ABHAR are consistent with those of the CAAR and
PWCAAR. Table 10 demonstrates that the CAAR and PWCAAR values for the eight
different event windows are positive and statistically significant. It also appears that the
CAAR and PWCAAR values in the long-term event windows are higher than in the short-
term event windows. The analysis results indicate that investors reacted positively to the first
M&A announcements in the event windows before the announcement. These findings
suggest that when merger and acquisition (M&A) information is disclosed, investors attempt
to assess it within a relatively brief period. This evidence supports the hypothesis that the
market is inefficient in its semi-strong form, thereby confirming the notion that information
about mergers and acquisitions (M&A) is leaked to investors. The AR observed before the
announcement can be explained by insider trading. Furthermore, investors may realise a
significant return if they purchase shares in the acquiring company twenty-two days before
the announcement date and sell them on the announcement date. In addition, the longer
investors hold shares of acquiring companies within the (-50...+50) event window, the
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greater the profit potential. It can be observed that investors tend to react positively to M&A
announcements in a sectoral context in the pre-event windows. However, this reaction
appears to decrease in the post-announcement windows. Investors demonstrated a positive
and significant response in the financial institutions, manufacturing, technology,
transportation, and storage sectors, particularly within the event window of (-5...0).
Additionally, investors reacted positively and significantly to M&A announcements in the
technology sector, especially in the pre-and post-announcement windows.

The findings generally indicate that investors tend to react strongly and positively to
M&A announcements in event windows preceding the first announcement date. However,
investors’ reactions gradually weakened in the event windows surrounding the second and
third M&A announcements. This suggests that information about M&A may have leaked to
the financial markets before the announcement. In this case, market participants have already
factored the news about M&A announcements into their pricing, indicating that markets are
not semi-strong-form efficient.

The results of the current study are consistent with those of Seth, Song, and Pettit
(2000), Wilcox, Chang, and Grover (2001), Lepetit, Patry, and Rous (2004), Scholtens and
Wit (2004), Kumar and Panneerselvam (2009), Hekimoglu and Tanyeri (2011), Liargovas
and Repousis (2011), Kashiramka and Rao (2013), Geng and Coskun (2013), and Ahmed et
al. (2017), but not consistent with the results of Capron and Pistre (2002), DeLong (2003),
Sachdeva, Sinha, and Kaushik (2017), Upadhyay and Kurmi (2020), and Pandey and Kumari
(2020).

The findings of this study are specific to Tiirkiye and cannot be generalised to other
countries or regions. It would be beneficial to employ a range of analytical techniques to
enhance the study. In particular, the impact of M&A announcements on stocks in different
sectors could be analysed.
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Abstract

This study investigates the location choice behaviour of firms engaged in R&D activities in
Tiirkiye. The primary objective is to analyse the effect of firm absorptive capacity on location choice.
The empirical analysis is based on a firm-oriented approach, considering location as a source of
knowledge-based competitive advantage. The TurkStat Research and Development Activities Survey
(2019) Micro Data Set is the primary data source. The cross-sectional data set, created for 2019,
includes data on 5,871 firms in the Micro Data Set. The geographical scope of the sample is NUTS
Level 1 regions, where the headquarters of the R&D firm is located. The estimation method is the
Nested Logit model. Results indicate that R&D firms in Tiirkiye tend to be located in regions with
intense knowledge spillovers and favourable demand conditions. This results in an uneven distribution
of R&D firms across regions. It is clear from the study's evidence that policymakers should consider
the unique competencies and objectives of firms and regions in designing regional development and
industrial policies.
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Bu calisma, Tirkiye’de Ar-Ge faaliyeti yiriten firmalarin yerlesim se¢im davranigini
aragtirmaktadir. Birincil amag, firma 6ziimseme kapasitesinin yerlesim se¢imi tizerindeki etkisini
analiz etmektir. Caligmanin ampirik analizi, firma-odakl bir yaklagima dayanmakta ve yerlesimin
bilgiye dayal rekabetci giic kaynagi olmasini goz 6niine almaktadir. Temel veri kaynagi, TUIK Mali
ve Mali Olmayan Sirketler Arastirma-Gelistirme Faaliyetleri Arastirmasi (2019) Mikro Veri Setidir.
2019 yih igin olusturulan yatay kesit veri seti IBBS Diizey 1 bolgelerinde Ar-Ge faaliyetinde bulunan
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5 bin 871 firmay: icermektedir. Tahmin yontemi, Nested Logit modeldir. Sonuglara gére Tiirkiye’deki
Ar-Ge firmalari, bilgi ortamu ve talep kosullar1 bakimindan elverigli yerleri segme egilimindedir. Bu
egilim, Ar-Ge firmalarinin bolgeler arasinda esitsiz dagilmasiyla sonuglanmaktadir. Dolayisiyla,
politika yapicilarin bolgesel kalkinma ve sanayi politikalari tasarlarken firmalarin ve bolgelerin
yetenekleri ve hedeflerini dikkate almas: elzemdir.

Anahtar Sozciikler : Yerlesim Secimi, Firma Yerlesimi, Oziimseme Kapasitesi, Ar-Ge,
Bolgesel Kalkinma.

1. Introduction

The location or relocation of a firm is a crucial decision that determines the spatial
distribution of its factors of production and technology. Therefore, the location decision may
result in several advantages and disadvantages that affect not only the firm but also other
elements of the economic order. This is why researchers from different disciplines have
sought to answer the question, “Where does production take place, and what forces
determine the location choice?”

According to the relevant literature, several external and internal factors influence a
firm’s location choice (Alacer & Delgado, 2012; Arauzo-Carod et al., 2010; Townroe,
1969). External factors primarily relate to characteristics specific to the industry in which
the firm operates or the region in which it is located. The most commonly highlighted
external factors are agglomeration economies, labour market conditions, market demand
conditions and competitive structure, economic outlook and conditions of the location,
geographical accessibility and infrastructure, public policy and privileges, and sectoral
and/or regional technology and knowledge (Arauzo-Carod et al., 2010; Feldman, 1999;
Hoover, 1937, 1948; Malecki, 1985; Ferreira et al., 2016; Rossi, 2019; Townroe, 1969). On
the other hand, internal factors frequently pointed out are the personality and behavioural
characteristics of decision-making economic actors (entrepreneurs, firms, enterprises,
companies, etc.) and firm characteristics (such as size, ownership structure, management
structure, efficiency) (Alguacil et al., 2023; Arauzo-Carod et al., 2010; Chen & Yu, 2008;
Jo & Lee, 2014; Townroe, 1969).

Modern views on the issue of location are dominated by a state of “ubiquity”, where
factors of production can be efficiently sourced in global markets due to globalisation. This
new situation, in which all economic activities can be carried out anywhere, has given rise
to the view that the importance of proximity or location has diminished. However, opposing
views have also emerged. For these views, location is still important as a source of
competitive advantage (Gertler, 1995; Feldman, 1999; Maskell & Malmberg, 1999b; Porter,
2000). This is because firms need input to differentiate themselves from others and thus gain
competitive advantage in a system where many things are ubiquitous simultaneously. This
refers to “the implicit and more sticky knowledge, as opposed to codified (tradable)
knowledge” (Maskell & Malmberg, 1999a: 180), which spreads rapidly among actors.
Innovation occurs based on implicit knowledge, and the accompanying strategic
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differentiation has dynamised the competition between firms. The need to “be there”
(Gertler, 1995) has increased due to the requirement to access implicit knowledge; thus, the
proximity between actors in the value chain has become more critical than in the past
(MacKinnon et al., 2002).

In light of the theoretical considerations, it would not be incorrect to say that
accessibility to knowledge lends importance to a location. Such a location will facilitate the
utilisation of complex and dynamic technological expertise in the production process. This
reduces the uncertainty surrounding the innovation activity. This, in turn, enhances
competitiveness by positively affecting firms' efficiency and improving innovation
performance and productivity (Porter, 2000; Sridhar & Wan, 2010). Within the framework
of knowledge-based competition, firms' ability to exploit the advantages offered by a
location and to differentiate themselves depends on their ability to create and utilise
knowledge or to improve their ability to do so (Maskell & Malmberg, 1999b; Seckin, 2015).
Through these skills, firms can absorb implicit and localised knowledge and capabilities.
Thus, they can be competitive by developing unique technological competencies and
capacities (Maskell & Malmberg, 1999a).

The fact that gaining knowledge-based competitive advantage is realised around the
location, sector and network specificity of knowledge makes the role of firms' absorptive
capacity in this process indispensable. The absorptive capacity is a capability based on
knowledge and learning. Cohen & Levinthal (1990: 128-129) define it as “the ability to
recognise the value of new information, assimilate it, and apply it to commercial ends.” It is
widely accepted that a firm's ability to develop unique experiences, expertise, and routines
and to create innovative and commercially viable products, processes, models, and designs
is crucial. This makes absorptive capacity a driver of knowledge-based competitiveness
(Fosfuri & Tribd, 2008; Zahra & George, 2002), and thus a key factor in location decisions.
Therefore, absorptive capacity can influence and alter both the firm and its external
environment. It contributes to forming a regional knowledge base and pattern of learning,
innovation and capability. As a result, based on their absorptive capacity, firms are likely to
locate in regions (national or sub-national, such as clusters or peripheries) where they can
generate or share knowledge in interaction with other actors, including firms, universities,
and research institutions.

In this context, the scope of our study is to examine the location choices of firms
engaged in research and development (R&D) activities and, thus, the reasons behind the
regional distribution of these firms. Our primary objective is to analyse the location choice
of firms by considering location as a source of competitive advantage based on knowledge
and its implicit nature. To this end, an empirical analysis was conducted on a location model
based on random utility maximisation, focusing on the effect of absorptive capacity. The
estimation method is the Nested Logit model, which stands out among unordered discrete
choice models by exhibiting a hierarchical choice structure. The primary data source is the
Turkish Statistical Institute (TurkStat) Financial and Non-Financial Corporations Research
and Development Activities Survey (2019) Micro Data Set. The cross-sectional data set
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created for 2019 and used in the estimation includes data on 5,871 firms in the Micro Data
Set, variables specific to the sector and location (region) in which they operate, and variables
representing the absorptive capacity of these firms.

The contribution of this study is to analyse the location problem by considering the
ability of location as a source of knowledge-based competitive advantage and the impact of
implicit knowledge on firm location. Adopting a firm-oriented approach, we examined the
effects of firm-, industry-, and region-specific factors, as well as the firm's absorptive
capacity. Furthermore, we dealt with both potential and dynamic absorptive capacity. Thus,
we examined the effects of the abilities that build absorptive capacity, namely the ability to
identify, assimilate, and use knowledge. Lastly, to our knowledge, this study is the first to
analyse the location choice of R&D firms in Tiirkiye. Therefore, we anticipate that our
findings and inferences will help shape the studies on “location” and guide the formulation
of policies towards Tiirkiye's industrial and technological targets.

The rest of the paper is organised as follows. Section 2 discusses the previous studies
on location. Section 3 provides information about the methodology and data set used in the
empirical analysis. Section 4 presents the main empirical results. The final section presents
the findings and offers policy recommendations.

2. Literature Review

Researchers from various economic approaches, starting with David Ricardo and
Adam Smith, have sought to answer the question of “where production takes place and what
forces determine the location choice.” They primarily addressed the location choice of
production costs, particularly transportation costs and factors of production, following the
early models of Location Theory (Von Thiinen, 1826; Launhardt, 1882; Weber, 1909).
Hence, the common aim of these studies is to identify the factors that cause the
agglomeration or dispersion of economic actors or activities. They differ from each other in
their primary focus on the location choice. Accordingly, they address the location problem
from either a region-oriented (e.g., regions, cities) or a decision-maker-oriented (e.g., firms,
entrepreneurship) perspective. As a result, the empirical models differentiate between
econometric specification and method, the sample characteristics, and the location factors
the researchers used. Below, we mention studies from both groups.

When a region-oriented solution is sought for a location problem, the research
question considers how region- and/or sector-specific factors influence location choice. This
approach offers flexibility to researchers due to the easily accessible regional-level data.
Therefore, it is possible to examine the effects of different factors on location choice.
Generally, agglomeration economies place special emphasis on explaining the attractiveness
of specific regions. In addition, this approach's main disadvantage is that the effect of factors
internal to the firm and entrepreneur on the choice process couldn’t be analysed.
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Campi et al. (2004) is one of these group of studies. It examines the location choices
of new manufacturing firms by considering the life cycle of the industries. It categorises the
industries as natural resource-intensive, labour-intensive, economies of scale, differentiated
products, and R&D-intensive. The study reveals that the technological density and the life
cycle of industries influence the location choice of new firms in Spain for the periods 1985-
90 and 1991-1994. Interestingly, it reveals that smaller cities with higher levels of
specialisation attract the attention of new firms. The larger cities have become less attractive
despite their dense population and diversification. Berkoz and Turk (2009) also demonstrate
that economies of scale, labour market, and infrastructure are crucial to foreign direct
investment (FDI) firms’ location choices in Tiirkiye. It indicates that FDI firms emphasise
the availability of high-quality and low-cost inputs, a skilled labour force, accessibility,
transportation, climate, and infrastructure. At the macro level, on the other hand, they appear
to be concerned about Tiirkiye’s economic and political stability.

Li and Zhu (2017) and Gémez Antonio and Sweeney (2021) are two other studies
that focus on the attractiveness of a region. Li and Zhu (2017) investigate the impact of
spatial dependence and heterogeneity on the location choice process of high-tech firms. It
was discovered that new high-tech firms are generally located in townships with more
established businesses and a smaller population. The proximity to urban centres, rather than
highways, universities, or parks, appears more significant for firms. Planning policies
encourage high-tech firms to establish operations in economic and technological
development zones, as well as innovation incubators. On the other hand, Gémez Antonio
and Sweeney (2021) specifically investigate the role of knowledge spillovers in high- and
medium-high-technology manufacturing firms in Madrid between 2000 and 2016. It finds
that the primary driver of the firms’ location choice is knowledge spillovers from firms in
the same industry but not from universities. Similarly, Jofre-Monseny et al. (2011)
demonstrate that cooperation and networking, which emerge from agglomeration
economies, are vital for new manufacturing firms. In particular, labour market pooling
dominates the process of location choice, and input sharing follows it. Knowledge spillover
effects are low and relevant only at a local level.

Besides agglomeration economies, government policies aimed at enhancing regions’
business climate are a crucial location factor. Chin (2013) analyses the location of new
establishments in the USA using quantitative and qualitative approaches. Discussing the
conditions of regions and neighbourhoods, the empirical analysis shows that existing
employment, population density and dominant firms determine the location of new
establishments. In-depth interviews reveal that founders' thoughts are crucial in determining
the locations of new establishments, including natural amenities, historical atmosphere, and
physical settings. Li et al. (2016) and Yavan (2006) demonstrate that this is also true for
high-growth firms in the USA and FDI firms in Tirkiye, respectively. For Li et al. (2016),
the factors favouring high-growth firms may differ from general location factors. The effects
of this specific factor vary significantly depending on the type of area (urban or rural) and
industrial sector.
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According to Yavan (2006), the geographical distribution of FDI firms in Tiirkiye
from 1990 to 2003 was influenced by the social, cultural, and geographical characteristics
of NUTS-3 level regions, as well as economic conditions. These include socio-cultural
amenities, crime, terrorism, violence, closeness to coasts or coastal regions, and
metropolitan effect. Infrastructure, government policy and incentives, labour and
agglomeration economies are other factors that affect the location of FDI firms. Berkoz and
Turk (2005) also show the importance of these factors in the case of Tiirkiye in the same
period. FDI firms pay attention to agglomeration economies, population growth, previous
investment, infrastructure, market growth, and inhabitants' access to bank credit. Deichmann
et al. (2003), another study that examined FDI firms’ location choice in Tiirkiye for the year
1995, adds the depth of local financial markets, human capital and coastal access to these
factors. Furthermore, Tatoglu and Glaister (1998) highlight that the importance of the
location factors for FDI firms in Tiirkiye in the same year varies depending on the country
of origin of these firms, the mode of entry (acquisition or greenfield), the industry and the
size of the venture.

Lall and Chakravorty (2004) demonstrate a sharp distinction between the factors
affecting the location decisions of state-owned and private sectors in India. Private-sector
firms prioritise efficiency-related economic geographies or institutional factors, such as
closeness to industrial clusters and coastal districts or liberalisation and structural reforms.
In contrast, state-owned (central government) firms appear not to be driven by economic
geography factors. Manjon-Antolin and Arauzo-Carod (2011) address the issue by
examining location and relocation decisions in Catalonia. It demonstrates that the new firms’
location choice and the existing firms’ relocation choice differ from the factors that make a
municipality more attractive. These factors include population density, urbanisation
economies, industrial diversity, labour market characteristics, and infrastructure. Karahasan
(2015) and Sanchez-Reaza (2018) also control the effects of these factors on firms' locations.
Karahasan (2015) demonstrates that the regional distribution of new firms in Tirkiye is
primarily driven by demand, business cycles, human capital, and financial capital at the
provincial (NUTS-3) level. Additionally, tests on the roles of geography and spatial
dependence reveal that regional networks are important to new firms. Sanchez-Reaza (2018)
identifies that job diversification, formed by urbanisation economies, is a key factor
affecting firms' location in Tanzania. Localisation economies, competitive markets, and
market access are other factors that make a particular location attractive.

The research question examines the impact of firm-, sector-, and region-specific
factors on location choice, informed by a firm-oriented approach. Such a model construction
helps examine firm- and entrepreneur-specific characteristics. However, the accessibility of
microdata is a significant drawback. On the other hand, the empirical method is generally
one of the discrete choice models (DCMs), such as logit, generalised extreme value (GEV),
probit or mixed logit models. Additionally, high-technology and/or knowledge-intensive
industries, particularly the manufacturing sector, draw the attention of researchers. The
geographical scope encompasses sub-regions, regions, states, and nations. Agglomeration
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economies and human capital receive considerable attention in the studies. The availability
of microdata enables the researchers to focus on the behavioural aspect of the choice process.

Chen and Yu (2008) is a case in point. It examines how managers of high-tech firms
decide on a location strategy within a science park in Hsinchu, Taiwan. Employing the
decision-making trial and evaluation laboratory (DEMATEL) and analytic network process
(ANP) methods, this analysis explains the location choice process by highlighting the value
and benefits of clustering. Results show that entrepreneurial spirit, talent pool and support
infrastructure are important for managers. Network effects create a competitive and
collaborative workplace, diffusing new knowledge and business intelligence. Meanwhile, an
entrepreneurial spirit, lead users, and a talent pool bring low transaction costs. Lafuente et
al. (2010) is another study that discusses the effect of personal motivation, in addition to
other location factors, on location choice. It examines the choice of rural and urban locations
made by knowledge-intensive service activity (KISA) firms in Catalonia between 2003 and
2006. The findings reveal that the entrepreneurs' motives and quality of life drive firms to
relocate to rural areas. In contrast, the local attitude towards entrepreneurship is a serious
obstacle to choosing rural localities.

Ferreira et al. (2016) is another study that discusses the effect of personal motivation,
in addition to other location factors, on location choice. It shows that firms operating in
knowledge-intensive business services tend to be located in urban areas, whereas firms in
the construction, agriculture, services manufacturing and mining sectors are more likely to
be located in rural areas. The characteristics and expectations of entrepreneurs, as well as
the climate and local attitude towards business, also affect the firms’ location choice. Yavan
(2010) also demonstrates the importance of climate and quality of life in the decision to
locate Foreign Direct Investment (FDI) in Tiirkiye. The results highlight the crucial role of
agglomeration economies, labour pool, public investment and road network.

What is surprising about Yavan's (2010) results is that wage, productivity,
unionisation, sea and air transportation, free zones, and instability are not significant
determinants of FDI firms’ location choices in Tiirkiye. However, Kayam et al. (2011) show
that Turkish FDI firms are treated differently. Due to low labour costs, they prefer MENA
and transition economies to EU countries. Other factors that determine the location choice
of Turkish firms include accessibility to consumers and suppliers, market penetration, the
presence of Turkish firms and population, cultural similarity, trade opportunities and trade
agreements, skilled labour, and transportation costs. Demirbag et al. (2010) demonstrate that
other factors are crucial for Turkish multinational enterprises (MNES) location strategy.
Accordingly, when deciding to locate one of the two specific country groups (EU and
Former Soviet Union) and two broad regions (developed countries and emerging countries),
Turkish MNEs pay more attention to the level of political constraints, the level of knowledge
infrastructure, subsidiary density and size, and industry R&D intensity.

Similarly, Barrios et al. (2006), Devereux et al. (2007), and Kohlhase and Ju (2007)
demonstrate that public policy or incentives affect firms’ location choices. Barrios et al.
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(2006) and Devereux et al. (2007) find firms’ responsiveness to government subsidies and
public incentives is low, whereas Kohlhase and Ju (2007) reveal that local property taxes
have a deterrent influence on the location choice of firms, primarily operated in oil and gas,
manufacturing, services and finance, insurance and real estate (FIRE) industrial groups. For
Devereux et al. (2007), the low responsiveness to government subsidies in Great Britain is
the interaction between agglomeration externalities and these policy instruments. Both
domestic and multinational firms are less responsive to subsidies in locations with fewer
incumbents in their industry. According to Kohlhase and Ju (2007), the effect of
agglomeration economies is lower than the deterrent effect of property taxes present in the
FIRE and services industries. The benefits of localisation and urbanisation economies affect
firms in both these industries, while oil and gas and the manufacturing industries seem not
to benefit from proximity to other firms. In contrast, Barrios et al. (2006) argue that
agglomeration economies have a considerable influence on multinational high-tech firms in
the Republic of Ireland.

Other studies emphasise the importance of agglomeration economies on the
geographical distribution of firms. One of them is Deichmann et al. (2005). The results
indicate that agglomeration economies have a significant influence on the location patterns
of manufacturing firms with 20 or more employees in Indonesia. Alcacer and Delgado
(2012) differ from others in that they decompose the impact of agglomeration economies
into internal (intra-firm) and external (inter-firm) components. The case of
biopharmaceutical firms in the US from 1993 to 2005 reveals that both agglomeration
economies have a positive impact on location choice; however, their effects vary among
firms’ plants and activities, including R&D, manufacturing, and sales. Jo and Lee (2014)
also examine the impact of different types of agglomeration. It demonstrates that firms’
technological capabilities and agglomeration economies interact to influence location choice
in South Korea. For firms with low technological capability, competitive specialisation is
crucial. On the other hand, firms with high technological capability tend to be located in
regions characterised by complementary specialisation.

Ak and Seyfettinoglu (2022) present findings on how the impact of certain factors
on firms’ locations in Tiirkiye varies according to the technological intensity of the industry
in which firms operate. High-tech firms (high, medium-high, or medium-low) tend to choose
regions with a diversified and deepened labour pool, sectoral diversity, and knowledge
spillovers. On the other hand, low-tech firms place more importance on specialisation arising
from localisation economies. Similarly, Bottazzi and Gragnolati (2015) previously
demonstrated the collaborative role of technological dynamics and agglomeration
economies in the Italian context. Results indicate that the firms' location affects urbanisation
and sector-specific localisation economies. For Bottazzi and Gragnolati (2015),
technological dynamics that produce sector-specific positive externalities are the primary
motive in location choice.

Lastly, Sridhar and Wan (2010) analyse the location choice of firms in cities of
different sizes (large, medium, and small) in three countries: India, China, and Brazil. It
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reveals that capital cities are not attractive when they are significant. Labour-intensive firms,
in particular, do not choose large cities in India and China. The availability of inputs attracts
firms to India and China while deterring firms in Brazil. In contrast to China, the post-reform
period has a positive influence on the location choice of firms in India.

Compared to previous studies, our contribution is threefold. First, we adopt a firm-
oriented approach to the location problem, overcoming the microdata constraint commonly
found in the literature. This allowed us to analyse the effect of firm-specific characteristics
in addition to industry and region. Second, we examine the firm's absorptive capacity as a
firm-specific location factor regarding its potential and dynamic aspects. This also enables
us to focus on the location as a source of competitive advantage, leveraging its knowledge
and implicit nature. Lastly, to our knowledge, this study is the first to analyse the location
choice of R&D firms in the case of Tiirkiye. On the other hand, a significant limitation of
our study is that we cannot examine the effect of entrepreneur-specific factors on location
choice due to a lack of data at the entrepreneur level. Nevertheless, we anticipate that our
findings and inferences will be helpful for future studies and guide policies towards
Tiirkiye's industrial and technological targets.

3. Empirical Methodology and Data
3.1. Location Choice Model

The location choice model analysed in the present study assumes that the R&D firms
regard location as a source of knowledge-based competitive advantage. It is based on the
Nested Logit (NL) model, which features an unordered choice structure with a multinomial
dependent variable. The NL model is theoretically grounded in random utility maximisation,
which enables the modelling of choice behaviour with a deterministic rule while accounting
for some uncertainties in the choice process (e.g., unobservable attributes of alternatives and
individual characteristics of the decision-maker, as well as statistical measurement errors).
This enables researchers to investigate how decision-makers and alternative-specific
characteristics affect the choice behaviour of a decision-maker who chooses the alternative
with the maximum utility (Ben-Akiva & Lerman, 1985; Ben-Akiva & Lerman, 1999).

Accordingly, the location choice model for the R&D headquarters of firms is defined
in closed form in Equation (1):

mij = f1S0 K1;, SSi, ACi, Gi] + &5 X

where i is firm; j is the location of the statistical unit where the R&D activity is performed,
and ¢;; is the error term. Equation (1) implies that a firm's expected profit at a location m;;
is a function of the firm size (S), sectoral knowledge intensity (KI), sectoral specialisation
(SS), absorptive capacity (AC) and characteristics (C) specific to the choice alternatives
(regions).
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Due to uncertainty regarding firm behaviour and a variety of factors influencing
expected profit, observing m;; is practically impossible. To address this limitation, the
assumption that “if the firm's expected profit for location A is greater than that for other
location(s), the firm will choose to locate in A” is introduced into the model (as in Artz et
al., 2016; Barrios et al., 2006; Bottazzi & Gragnolati, 2015; Hansen, 1987; Jofre-Monseny
etal., 2011). Thus, a firm's location choice is expressed by a dummy variable with the value
1 if the firm chooses the relevant region and 0 otherwise, as given below in Equation (2):

1; my; >my,Vj+k
Yij:{ Y i 2

0; otherwise

where, y;;, indicates that the firm i chooses to be located in region j by assuming that firms
are risk neutral (Devereux et al., 2007). It represents the statistical unit where R&D activities
are conducted. As a result, the variables “BOLGE_KOD” and “ILKAYITNO” in the
TurkStat (2020) are matched. They refer to the location of the intramural R&D activity and
the Nomenclature of Territorial Units for Statistics (NUTS) Level 2 region code of the
statistical unit (i.e. headquarters unit) where the questionnaire is applied, respectively.

Equation (3) provides the basic empirical specification within this framework. Table
1 presents information on the indicators of the variables, along with some descriptive
statistics.

Yij = Bo + Bisize; + Brkia; + Bsspec; + fybasic_res; + Psapp_res; + feexp_nprod; +
Brexp_npros; + Pgres_rate; + foexp_rate; + aypop_g; + & 3)

In Equation (3), firm size (size) is calculated as the share of the firm's employees in
the total number of employees within its size group in the region where it operates. Firm size
has generally been analysed in terms of the number of employees (Alguacil et al., 2023;
Arauzo-Carod & Antolin, 2004; Kohlhase & Ju, 2007; Liviano & Arauzo-Carod, 2014;
Weterings & Knoben, 2013) or, where data are available, capital, investment or turnover
(Akbagogullar1 & Duran, 2020; Akin & Seyfettinoglu, 2022; Alguacil et al., 2023; Arauzo-
Carod & Antolin, 2004; Fotopoulos & Louri, 2000). We were unable to include the
logarithm of the number of employees in the model as a variable because it resulted in a
multicollinearity problem. Since the Micro Data Set does not contain data on financial
indicators, such as firm capital, we could not use these indicators either. There is a general
expectation that firm size positively affects location choice; however, several research
studies have shown that its effect may vary depending on the region or country (Sridhar &
Wan, 2010) or sector (Kohlhase & Ju, 2007; Sanchez-Reaza, 2018). In line with the common
expectation, the firm's relative size is expected to affect the likelihood of regions being
chosen favourably.

kia reflects sectoral knowledge intensity. It is a dummy variable that takes the value
1 if the sector in which the firm operates is among the Eurostat Knowledge Intensive
Activities (KIA) by NACE Rev. 2 - total KIA (Eurostat, 2022) and 0 otherwise. Many
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location studies examined the impact of knowledge as a part or end product of localisation
economies, labour quality, accessibility and knowledge and technology policies. Among
these, the presence of or proximity to universities, innovation centres, science parks,
research laboratories, etc., where actors produce and share knowledge and technology in
interaction (Chen & Yu, 2008; Ferreira et al., 2016; Gomez-Antonio & Sweeney, 2021;
Lafuente et al., 2010; Li & Zhu, 2017) are the most commonly used ones. In addition, the
impact of funds and incentives provided to the region (Chin, 2013), the number of innovative
firms in the region (Deakins & Bensemann 2019), the number of registered patents (Chin,
2013; Maggioni, 1999; Siedschlag et al., 2013), regional or sectoral R&D intensity and
knowledge/technology intensity (Campi et al., 2004; Demirbag et al., 2010; Maggioni, 1999;
Malecki, 1984; Weterings & Knoben, 2013) have also been investigated.

Previous studies have shown that a location's knowledge and technology environment
will increase the probability of firms choosing that location. As noted by Malecki (1985), it
is vital for R&D firms as it reflects the availability of skilled labour. This suggests that firms
make location choices based on the importance of localised knowledge, skills and
competencies. Eurostat's (2022) total-KIA classification by NACE Rev.2 comprises various
subsectors from industry to services sectors. All these subsectors’ knowledge needs and
environments are different. Thus, it is expected that regions providing firms operating in
KIA sectors with sufficient sectoral knowledge and knowledge environment have a higher
possibility of being chosen.

Table: 1
Descriptive Statistics

Variable | Indicator Definition Mean |Std. Dev.| Min. | Max.

Th_e share of the firm’s numbef of emplc_)yees in its size group 085 355 028 | 100

(micro, small, medium, large) in the region where it operates (%).

Kl Kia This is a dummy variable that takes 1 if the sector (by NACE Rev.2) in which the firm operates
is defined by Eurostat as knowledge-intensive activity (total KIA); otherwise, it takes 0.

The share of firms that operate in the same region (by NUTS)

S size

0 1

S8 SPEC | and sector (by NACE Rev.2) with the firm in total firms (%). 347 449 | 002 1283
basic_res | Basic research activity expenditure in total intramural R&D expenditure (%) 23.30| 34.97 0 100
app_res |Applied research activity expenditure in total intramural R&D expenditure (%) 28.30| 35.41 0 100

AC exp_nprod | Experimental new product activity expenditure in total intramural R&D expenditure (%) 28.29| 35.22 0 100
exp_npros | Experimental new process activity expenditure in total intramural R&D expenditure (%) 5.79 | 14.46 0 |[100
res_rate | The share of researchers in the firm’s total R&D personnel (%) 77.52| 29.60 | 0.65 | 100
exp_rate | The share of expenditure on researchers in the firm's total R&D expenditure (%) 63.20| 29.13 0 100

C pop_g |Annual growth rate of population by region (2019, %.) 20.48| 8.76 |-10.70/29.53

spec represents localisation economies within the scope of static externalities. Similar
to other empirical studies (Alama-Sabater et al., 2011; Deichmann et al., 2005; Jo & Lee,
2014; Kohlhase & Ju, 2007; Li & Zhu, 2017), its unit of measurement is the number of firms.
It is calculated as the ratio of the number of firms operating in the same NACE Level 2
sector in a region to the total number of firms in that region. Previous studies show that firms
tend to locate in regions with other firms operating in the same sector, using similar labour,
and with high forward and backward linkages. Numerous studies (Alcacer & Delgado, 2012;
Artz et al., 2016; Barrios et al., 2006; Deichmann et al., 2005; Jo & Lee, 2014; Jofre-
Monseny et al., 2011; Karahasan, 2010; Kohlhase & Ju, 2007; Lall & Chakravorty, 2004)
have also shown that the impact of localisation economies on location may vary depending
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on the technological structure of the main sector, related sector(s) and firms’ competence.
Accordingly, for firms in sectors where sector-specific returns to specialisation are
important, the spec is expected to increase the tendency to locate in a region. From the point
of R&D firms, the effect of the spec is expected to be positive in favour of Marmara,
considering it includes TR10 (Istanbul) and TR42 (Kocaeli, Sakarya, Diizce, Bolu, Yalova),
which had the highest (28.5%) and third highest (7.3%) shares of the number of R&D
personnel in 2019, respectively. TR10 and TR42 also had higher shares of Gross Domestic
R&D Expenditures (GERD) (26.4% and 9.5%, respectively) than other regions that year.
Besides, Ankara stands out among the different regions. It had the highest share of R&D
expenditure (31.6%) and the second-highest share of R&D personnel (18.7%) in 2019.
Hence, it can be expected that the spec will positively affect the probability of Western
Anatolia being chosen (TurkStat, 2024a).

In the literature, the effect of a firm’s absorptive capacity on location choice is
typically analysed through R&D activities, particularly R&D intensity (Alafion-Pardo &
Arauzo-Carod, 2013; Audretsch & Belitski, 2020; Cohen & Levinthal, 1990; Mowery et al.,
1996; Park et al., 2023; Xiao et al., 2023). R&D intensity could not be included in our model
due to the lack of data on firms' sales values in the TurkStat (2020) Micro Data Set. As an
alternative, the model could not use the logarithmic transformation of R&D expenditures
due to the multicollinearity problem. Nevertheless, this constraint paves the way for this
study to employ distinct variables representing a firm’s absorptive capacity. Thus, two
groups of variables representing different absorptive capacities are included in Equation (3).

The first group includes basic_res, app_res, exp_nprod and exp_npros, which
describe a firm's learning process and experience. These are the shares of total intramural
R&D expenditure allocated to basic research, applied research, experimental new product
development, and experimental new process development?, respectively. Each activity
dynamically feeds the capabilities that are central to the development of a firm's absorptive
capacity (Cohen & Levinthal, 1990; Fosfuri & Tribo, 2008; Van Den Bosch et al., 1999;
Zahra & George, 2002). Accordingly, basic_res is the activity of acquiring knowledge;
app_res is the activity of acquiring, synthesising and assimilating knowledge; and
exp_nprod and exp_npros are the activities that develop the capability to integrate,
transform, use and apply knowledge. The second group, on the other hand, consists of two
variables (res_rate and exp_rate) representing the potential of a firm's absorptive capacity.
res_rate is the share of researchers in the firm’s total R&D personnel. exp_rate is the share
of expenditures on researchers in the firm's intramural R&D expenditures. Both variables
capture individual absorptive capacities within a firm, the organisational strategy (structure)
for skill acquisition, and R&D efforts for pre-knowledge acquisition.

Firms are expected to gravitate towards regions that develop their absorptive
capacity's dynamic and potential sides. This is because, as emphasised in the literature
(Audretsch & Feldman, 1996; Audretsch et al., 2004; Fujita et al., 1999), these regions are

3 For the definition of types of R&D activities, see OECD, 2015.
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likely to have a knowledge environment that enables them to benefit from knowledge
spillovers and learning resources. Accordingly, the variables basic_res, app_res, exp_nprod,
exp_npros, res_rate and exp_rate are expected to be positive for regions that can contribute
to developing firms' absorptive capacity and negative for other regions. In this regard, it is
evident that Marmara and Western Anatolia, which have many technical and/or research
universities (Council of Higher Education of Tirkiye, 2024), R&D and design centres,
technology development centres (Ministry of Industry and Technology, 2024), researchers
and other R&D staffs, as well as more significant contribution to Tiirkiye’s GERD (TurkStat,
2024a), have a higher advantage compared to other regions.

pop_g is a region’s annual population growth rate (per thousand). It is included in the
model to reflect local demand conditions that have been accepted as an important location
factor since the first location models. Previous studies have examined the impact of local
demand conditions through the population (Akin & Seyfettinoglu, 2022; Alama-Sabater et
al., 2011; Berkoz & Turk, 2009; Devereux et al., 2007; Maggioni, 1999; Yavan, 2006) and
income indicators (Basile et al., 2008; Briilhart et al., 2007; Chin, 2013; Devereux et al.,
2007; Guimaraes et al., 2004; Maggioni, 1999; Ramaul & Ramaul, 2018; Siedschlag et al.,
2013; Yavan, 2006) or per capita tax revenue (Karahasan, 2010, 2015) and per capita
consumption level (Bottazzi & Gragnolati, 2015). We could not include the population
density and the logarithm of population level, as the first prevents the maximisation of the
log-likelihood function and causes multicollinearity. In addition, due to data limitations, we
could not analyse the effect of income and consumption. The generally accepted expectation
about the impact of the demand conditions is that it positively affects the probability of a
chosen region. Therefore, the pop_g is expected to have a favourable effect on the
probability of choosing.

3.2. Estimation Method

We estimate Equation (3) employing the Nested Logit (NL) model estimation
method. The NL model is a Discrete Choice Model (DCM) that takes researchers beyond
the standard multinomial logit (MNL; McFadden, 1974) model. It simply groups the similar
alternatives into subgroups (nests). This creates a hierarchical structure of the other options,
so the error terms of the choice alternatives do not necessarily need to be uncorrelated.
Hence, it relaxes the Independence from Irrelevant Alternatives (l11A) assumption of the
MNL model, requiring the error terms of the choice alternatives to be independent of each
other (Hensher & Greene, 1999; Wooldridge, 2001; Train, 2003; Baltas, 2007).

In the NL model, the choice set C; = {1,2, ...,/} is assumed to be divided into non-
overlapping subsets (nests) B, = {1, ..., K}. The choice process involves choosing one of
the sub-sets B,, B,,..., By and a specific alternative from the chosen subset (cy, ..., ¢;). This
hierarchical choice process is formulated as in Equation (4) (Greene, 2008):

G = [Clr ""C]] = [(CllBu =1 ()1 1By )s s (CllBK""‘C]KlBK)] 4)
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Nesting choice alternatives in multiple levels, as in Equation (4), creates a
substitution pattern between alternatives that visually resembles an inverted tree. Figure 1
illustrates the two-level NL tree, which shows the choice structure we analysed. In Figure 1,
the choice set of 13 alternatives (C;) based on NUTS Level 1 regions is divided into five
nests (By). The set of choice alternatives C; =(Eastern Marmara, Istanbul, Western
Marmara, Izmir, Aegean*, Mediterranean, Western Anatolia, Central Anatolia,
Southeastern Anatolia, Central Eastern Anatolia, Northeastern Anatolia, Eastern Black Sea,
Western Black Sea) is divided into the subsets B, =(Marmara, Aegean-Mediterranean,
Anatolia, Eastern Anatolia, Black Sea). The choice process refers to the non-sequential
choice among the choice subsets and the choice of a specific location alternative (e.g.
Istanbul (cjjx = Cistanbutmarmara)) from a chosen subset (€.9. (Bx = Byarmara) from
Marmara nests). See Appendix Table A for NUTS regions of Tiirkiye.

Figure: 1
Tree Structure for Location Choice of R&D Firms (Two-Level Nested Logit)

Choice

e

Aegean- " Eastern } Level 2
Marmara Mediterranean Anatolia Anatolia Black Sea
Eastern  Istanbul  Western Izmir  Aegean Mediterranean Western  Central Southeastern Central  Northeastern Eastern Western Level 1
Marmara Marmara Anatolia  Anatolia Anatolia Eastern Anatolia Black Sea Black Sea Ve

Anatolia

The two-level hierarchical choice structure exemplified in Figure 1 can be extended
to three or more levels. However, we assigned attributes to only the model's first level, as
Hensher et al. (2005) suggested, since there is no common set of attributes to distinguish
between higher choices. We also considered the risk of high-level NL models containing
high levels of variance. Detailed information on the NL model can be found in Greene
(2008), Hensher and Greene (1999), Hensher et al. (2005) and Train (2003).

3.3. Data Set

The primary data source is the 2019 Financial and Non-Financial Corporations
Research and Development Activities Survey Micro Data Set, which TurkStat (2020)
produces annually and makes publicly available. The population growth rate data was
obtained from the TurkStat Regional Statistics Database as an exception.

The TurkStat (2020) Micro Data Set is compiled within the scope of the R&D
Activities Survey. The geographical scope of the R&D Activities Survey is NUTS Level 2
regions. The 2019 universe consists of 14,532 firms. Among these, the number of respondent
firms is 14,169. The Micro Data Set comprises statistics on R&D expenditures and R&D

4 The “Aegean” alternative in the choice set includes other Aegean provinces except Izmir.
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personnel of 7,514 financial and non-financial companies (FNFCs) that conduct intramural
R&D. The surveyed FNFCs in the 2019 R&D Activities Survey represent 64.2% of the total
intramural R&D expenditures in 2019.

We created a cross-sectional data set for 2019, including firm-, industry-, and region-
specific variables (see Table 1). The sample's geographical scope encompasses NUTS Level
1 regions that host the firm's headquarters, where intramural R&D activity is carried out.
Thus, the sample includes 5,871 out of 7,514 firms in the Micro Dataset.

Figure: 2
Regional Distribution of R&D Expenditures (2019, 2021)

Regional Distribution of R&D Expenditures as % of total GERD
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Source: Turkstat (2024a), Research and Development Activities Survey Statistics.

Figure: 3
Regional Distribution of R&D Personnel (2019, 2021)

Regional Distribution of R&D Personnel (headcount) as % total
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Source: Turkstat (2024a), Research and Development Activities Survey Statistics.

According to Micro Data Set, in 2019, Istanbul (2,118), Western Anatolia (1,512),
and Eastern Marmara (714) hosted the majority of FNFCs performing R&D in the centre
unit. NUTS Level 1 regions with the fewest FNFCs were Northeastern Anatolia (28) and
Eastern Black Sea (33). It can be seen that there was an uneven distribution of R&D firms
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throughout the regions in 2019. However, this has also been the case in previous and future
years. R&D Activities Survey Statistics (TurkStat 2024a) show that R&D expenditures and
human resources were unevenly distributed across Tiirkiye’s regions in 2019 and 2021. This
is illustrated in Figures 2 and 3.

Some subregions within Northeastern Anatolia, Eastern Black Sea, Central Eastern
and Southeastern Anatolia have a lower level or share of many socio-economic indicators
than the Tirkiye average. For instance, Income and Living Conditions Survey Statistics
(TurkStat, 2024b) show that TRB2 (Van, Mus, Bitlis, Hakkari) in Central Eastern Anatolia
has had the lowest mean annual equivalized household disposable income for years.
Furthermore, according to GDP statistics by provinces (TurkStat, 2024c), Agn (TRAZ2;
Northeastern Anatolia), Sanlurfa (TRC2; Southeastern Anatolia), and Van (TRB2; Central
Eastern Anatolia) are consistently the provinces with the lowest estimated GDP per capita.
The same statistics also show that the final three provinces with the lowest contribution to
Tiirkiye’s GDP are typically Tunceli (TRB1; Central Eastern Anatolia), Ardahan and
Bayburt (TRA2 and TRAL; Northeastern Anatolia).

Figure 4 illustrates the contribution of NUTS Level 2 Regions to Tiirkiye’s GDP in
2022. It is evident that western regions, particularly the subregions of Marmara, dominated
Tiirkiye's domestic production that year. Subregions in Central Eastern, Southeastern, and
Northeastern Anatolia, as well as the Western Black Sea, had the lowest share of total GDP
in 2022. This unequal income distribution among regions results in additional inequalities.
The Central Eastern, Northeastern, and Southeastern Anatolia subregions also suffer from
high unemployment rates and low labour force participation rates, as well as the lowest
school life expectancy, average years of schooling, literacy rates, and literacy rates among
women (TurkStat, 2024c), among other issues. As a result, resources associated with
industry, services, education, and research-based activities tend to concentrate in the western
regions of Tiirkiye. NUTS definitions of statistical regions of Tiirkiye are given in Appendix
Table A.

Figure: 4
The Share of GDP by Regions, at Current Prices, 2022
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4. Empirical Results

The estimation results of the NL model (Equation (3)) are given in Table 2. In the
upper part of Table 2, the number of observations at each level (N = 13 x k) equals the sum
of the number of times the alternative is chosen (k). The LR test statistics test the
appropriateness of the NL model against the MNL model with the null hypothesis that “all-
inclusive values are equal to 1 (IV=1)". According to the X(Zs)value of the test, the null
hypothesis is rejected at significance levels of 1%. Therefore, the NL model structure is
appropriate.

Table: 2
Nested Logit Model Results
Log — likelihood = -9822.2194
LR (IV = 1): x%, = 269.55 N =76323
k =5871
Lower Nest
0.0486***
Population Growth Rate pop_g [0.0449]
(0.0188)
Upper Nest
Levels
[ Marmara | Aegean-Mediterranean | Anatolia | Eastern Anatolia | Black Sea
Dissimilarity Parameters (4) | 03514 | 1.4366 | 03973 | 0.8424 | 03462
Firm Size size 0.2117*** 0.0981*** 0.3278*** 0.3360***
(0.0324) (0.0375) (0.0348) (0.0357)
. . 0.9487*** 0.5712*** 1.8382*** 2.0539***
Knowledge Intensity kia (0.0883) (0.0783) (0.1801) (0.2340)
Specialisation spec -0.6533*** -0.0362*** -4.1579*** -5.2310%**
(0.0420) (0.0080) 0.4387 (0.7168)
basic res -0.5779*** -0.0688 -0.6244** 0.6035
- (0.1632) (0.1509) (0.3125) (0.5500)
app_res 0 -0.5690*** -0.0378 -0.4514 0.7853
- (base group) (0.1595) (0.1506) (0.3075) (0.5578)
exp_nprod -0.8205*** -0.0842 -1.0696*** 0.2015
Absorptive Capacity - (0.1627) (0.1610) (0.3147) (0.5770)
exp_npros -1.3164*** -0.2279 -0.9886* 0.1708
- (0.3120) (0.2695) (0.5523) (0.8533)
res rate -0.0005 0.0038*** 0.0022 0.0020
- (0.0013) (0.0012) (0.0025) (0.0039)
exp_rate -0.0092*** -0.0077*** -0.0173*** -0.0250***
- (0.0013) (0.0012) (0.0026) (0.0036)
Notes:
1. Marmara is the base group.
2.*p < 0.10, **p < 0.05, ***p < 0.01. The standard errors in parenthesis.
3. x200s = 11.070 and x2,0, = 15.086.

In Table 2, the “Lower Nest” refers to the results obtained by choosing an alternative
within a nest. According to the lower nest estimation results, a sub-region’s population
growth rate (pop_g) positively affects the average choice probability of that sub-region
relative to others in the same nest. This finding is consistent with both the expectation and
the previous studies (Akin & Seyfettinoglu, 2022; Alama-Sabater et al., 2011; Bottazzi &
Gragnolati, 2015; Briilhart et al., 2007; Karahasan, 2010, 2015; Yavan, 2006). Market
demand conditions influence the location choices of R&D firms in Tiirkiye in the region.
The greater the potential for goods or services in a region, the greater the tendency for R&D
firms to locate there.
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“Upper Nest” in Table 2 gives the findings about the impact of firm- and industry-
specific factors on the choice of a nest. Two issues need to be addressed regarding the upper
nest results. Firstly, as a requirement of the estimation method, Marmara, which has the
highest frequency of choice, is determined as the base group. Therefore, the results for the
upper nest are interpreted in comparison to the Marmara. Secondly, the dissimilarity
parameters (A1) for each nest measure the degree of correlation of random shocks and
consistency with utility maximisation. As can be seen from Table 2, except for
Asegean—Meaiterranean all Other A’s are in the range of (0,1). This indicates that the Marmara,
Anatolia, Eastern Anatolia, and Black Sea regional groups are consistent with utility
maximisation for all model explanatory variables' values. However, there is consistency with
utility maximisation for some values of the explanatory variables in the Aegean-
Mediterranean region (Train, 2003).

According to the upper nest estimation results, the relative firm size increases the
probability of a region being chosen compared to Marmara at a significance level of 1%.
The parameter estimates indicate that the relative size of a firm provides more advantages
to the Black Sea and Eastern Anatolia in particular. This finding is consistent with previous
studies (Kohlhase & Ju, 2007; Sanchez-Reaza, 2018; Sridhar & Wan, 2010), which suggest
that the effect of firm size can differ across decision-makers, regions/countries, or sectors.
More precisely, firm size can be related to the entrepreneur's characteristics, such as
geographical or ethnic origin, motivation, and experience, or sectoral characteristics.
Additionally, based on our study, it can be concluded that relatively large R&D firms tend
to be located near other R&D firms of similar size. This implies that R&D firms' strategies
of utilising network relationships that facilitate the flow of knowledge and communication
are important in their location choice.

Sectoral knowledge intensity (kia) positively affects the average probability of
choosing a regional group compared to Marmara at a 1% significance level. Sectoral
knowledge intensity enables a region to be selected by R&D firms. This result supports the
previous findings (Campi et al., 2004; Demirbag et al., 2010; Ferreira et al., 2016; Maggioni,
1999; Malecki, 1984, 1985; Hart et al., 1989; Weterings & Knoben, 2013). Notably, the
importance of sectoral knowledge intensity is inversely proportional to the number of
knowledge-intensive R&D firm headquarters located in the region. For example, the
Aegean-Mediterranean region, including Anatolia and Eastern Anatolia, has a higher
concentration of knowledge-intensive firms than the Black Sea region. However, these
regions are less likely to be chosen than the Black Sea region. Similarly, the Aegean-
Mediterranean is more likely to be selected than Anatolia, which has more knowledge-
intensive firms, but less likely than Eastern Anatolia, which has fewer knowledge-intensive
firms. This suggests that the location choice of firms in knowledge-intensive sectors may be
influenced by both objective factors, such as sectoral competition, regional advantages, and
incentive opportunities, as well as subjective (personal) factors specific to the firm and its
entrepreneur.
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Sectoral specialisation (spec) has a negative effect on the probability of a region
being chosen compared to the Marmara at a significance level of 1%. Increasing
specialisation in the sector where an R&D firm operates is advantageous for Marmara (and
Istanbul in the case of Marmara) and disadvantageous for other regions. Furthermore,
sectoral specialisation has a greater adverse effect on Eastern Anatolia and the Black Sea
than on Anatolia and the Aegean-Mediterranean. It is believed that the industrial and
demographic diversity in Anatolia and the Aegean-Mediterranean region is more notable
compared to Eastern Anatolia and the Black Sea. These two western regions appeal to R&D
firms due to the large number of production- and sales-oriented firms, as well as the highly
educated and skilled workers they employ. The finding on the effect of sectoral
specialisation justifies the previous findings (Alcacer & Delgado, 2012; Artz et al., 2016;
Deichmann et al., 2005; Henderson, 1991; Jo & Lee, 2014; Jofre-Monseny et al., 2011,
Kohlhase & Ju, 2007; Lall & Chakravorty, 2004; Li & Zhu, 2017).

The budget share that an R&D firm allocates to basic research (basic_res), applied
research (app_res), experimental new product development (exp_nprod) and experimental
new process development (exp_npros) is inversely related to the probability of location
choice. basic_res, exp_nprod and exp_npros are statistically significant for the Aegean-
Mediterranean and Eastern Anatolia, while app_res is statistically significant only for the
Aegean-Mediterranean. Accordingly, the choice probability of the Aegean-Mediterranean
and Eastern Anatolia by R&D firms decreases compared to Marmara as the budget share
allocated to basic research (basic_res) increases. As the budget share of firms’ R&D
expenditures for experimental new product development (exp_nprod) and new process
development (exp_npros) activities increases, the probability of choice for Aegean-
Mediterranean and Eastern Anatolia decreases in favour of Marmara. On the other hand, an
increase in the share of applied research activity expenditures in total intramural R&D
expenditures (app_res) decreases the probability of R&D firms located in the Aegean-
Mediterranean region compared to Marmara. This suggests that R&D firms in Tiirkiye tend
to locate in regions where they can improve the dynamic aspect of their absorptive capacity.
This tendency of firms gives Marmara an advantage over other regions.

The indicators reflecting the potential aspect of firm absorptive capacity and
individual absorptive capacities within the firm, the share of employed researcher personnel
(res_rate) and the share of expenditures on researcher R&D personnel in intramural R&D
expenditures (exp_rate), affect the probability of location choice in different directions.
res_rate is statistically significant only for Anatolia. Accordingly, an increase in the
number of researcher personnel among total personnel in an R&D firm increases the
probability of choosing Anatolia over Marmara. In contrast, the share of expenditures on
employed researcher personnel in intramural R&D expenditures (exp_rate) has a negative
effect on the choice probability of regions. As spending on research and development
personnel increases, R&D firms find the Marmara region more attractive for their
headquarters. It can be concluded that R&D firms attach importance to the richness of a
location in terms of researchers but also consider the level of compensation paid to
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researchers in that location. They are more likely to gravitate toward the Marmara rather
than allocating a larger budget for researchers in the alternative locations of Anatolia, the
Aegean-Mediterranean, Eastern Anatolia, and the Black Sea. In particular, when the share
of researcher personnel expenditures is in question, it is noteworthy that the researcher
resources in Marmara are preferred over those in Anatolia. Personnel costs can turn a
location's advantageous outlook into a disadvantage for R&D firms.

Table 3 presents pre-estimation information and post-estimation probabilities about
the R&D firms’ location choice. The pre-estimation information includes the frequency and
percentage of selection data for each alternative (sub-region) and nest. It provides
information on the regional distribution (in number and percentage, respectively) of firms in
the estimation sample. The post-estimation probabilities, on the other hand, cover the
average choice and transition (marginal and conditional) probabilities. They reflect the
unobserved component of the expected utility of a location choice. Moreover, the last
column provides information on the consistency between the actual observed and predicted
location choices.

Table: 3
Information on R&D Firms’ Location Choice
) Sub-region Preliminary Information Post-estimation Probabilities )
Region (Nest) (Alternative) Frequency Per cent Marginal Conditional Choice Consistency
selected selected probability | probability | probability

Eastern Marmara 717 12.213 0.191 0.093 0.029
Istanbul 2119 36.093 0.764 0.371 -0.010
Western Marmara 45 0.766 0.045 0.022 -0.014

Marmara 2881 49.072 0.486
Izmir 544 9.266 0.319 0.056 0.037
Aegean 228 3.883 0.302 0.053 -0.014
Mediterranean 235 4.003 0.378 0.066 -0.026

Aegean-Mediterranean 1007 17.152 0.174
Eastern Anatolia 1512 25.754 0.896 0.258 0.000
Central Anatolia 175 2.981 0.104 0.030 0.000

Anatolia 1687 28.734 0.288
Southeast Anatolia 94 1.601 0.565 0.019 -0.003
Central Eastern Anatolia 67 1.141 0.25 0.008 0.003
Northeast Anatolia 28 0.477 0.185 0.006 -0.001

Eastern Anatolia 189 3.219 0.034
Western Black Sea 33 1.261 0.696 0.013 0.000
Eastern Black Sea 74 0.562 0.304 0.006 0.000

Black Sea 107 1.823 0.019

Note: The estimated and conditional probabilities are average.

According to the pre-estimation information in Table 3, the majority (36.09%) of
R&D firms chose Istanbul in 2019. It is followed by Western Anatolia (25.75%), Eastern
Marmara (12.21%) and lzmir (9.27%). According to the distribution of R&D firms across
Marmara, Anatolia, the Aegean-Mediterranean region, Eastern Anatolia, and the Black Sea
region, approximately half (49.1%) of the R&D firms are located in Marmara. Anatolia
(28.7%) and Aegean-Mediterranean (17.2%) followed it. The least chosen sub-regions were
Eastern Black Sea (0.56%) and Northeastern Anatolia (0.48%).

The marginal probabilities (P, ) in the post-estimation probabilities column group
reflect the situation where R&D firms choose a location by considering the characteristics
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specific to them and the sector in which they operate. Pz, are the same for all choice
alternatives in a nest. The estimated P;p, values illustrate that when R&D firms take into
account attributes specific to themselves and the sector in which they operate, they are more

likely to choose Marmara rather than other regions. In contrast, the Black Sea is the least
attractive alternative for R&D firms.

The conditional probabilities (P 5,) give the information on the probability of
choosing a particular alternative within a nest given that this nest is chosen. It reflects the
situation in which R&D firms consider the specific characteristics of the sub-regions in the
choice set when choosing a location. According to the P, 5, values, while it is known that a
firm chooses Marmara, this firm is probably (with probability 0.76) to choose Istanbul
among the sub-regions in Marmara. When a firm is known to choose the Aegean-
Mediterranean region, the sub-region most likely chosen is Izmir. For an R&D firm that
chooses to locate in Anatolia, the conditional probability of selecting Western Anatolia is
higher than that of Central Anatolia. On the other hand, among Eastern Anatolia sub-regions,
Southeastern Anatolia is the most chosen by R&D firms. Lastly, the Western Black Sea
appears more attractive to R&D firms that choose the Black Sea region as their location.

In Table 3, the total choice probability relates to the choice among the 13 sub-regions
in the choice set, considering firm-, industry-, and region-specific characteristics jointly. The
total choice probability for any choice alternative is equal to the product of the transition
probabilities (P;; = Pyjip, Pig,)- Overall, Istanbul and Western Anatolia are more likely to
be chosen by R&D firms. Compared to others, Eastern Anatolia and the Black Sea
subregions are less likely to be selected.

Finally, the “Consistency” column shows the consistency between the observed and
estimated location choices of R&D firms. The consistency values differ between each sub-
region's pre-estimation choice percentage and the post-estimation choice probability.
According to these values, particularly for Western Anatolia, Central Anatolia, Southeastern
Anatolia, Central Eastern Anatolia, Middle Eastern Anatolia, Northeastern Anatolia,
Western Black Sea and Eastern Black Sea, the estimated location behaviour is in close
consistency with the observed one. The consistency of the estimated model with the actual
location behaviour is relatively lower for the other sub-regions (Eastern Marmara, Istanbul,
Western Marmara, izmir, Aegean and Mediterranean).

5. Discussion

This study examines the location choice of firms engaged in R&D activities in
Tiirkiye. Considering location as a source of knowledge-based competitive advantage, we
estimate a location choice model focusing on the effect of firm absorptive capacity. The
cross-sectional data set for 2019 covers firms in the TurkStat Financial and Non-Financial
Corporations Research and Development Activities Survey (2019) Microdata Set. The
estimation method is the Nested Logit model. This methodology enables us to assess the
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impact of the potential and dynamic aspects of firms’ absorptive capacity, as well as other
internal and external location factors, on location choice. Therefore, we anticipate that this
study will fill an important gap in the literature and be beneficial for researchers and
policymakers.

Our results clearly show that R&D firms in Tiirkiye tend to be located in regions with
intense knowledge spillovers, individual absorptive capacity, and favourable demand
conditions, which align with their capacity to develop and renew their knowledge base.
These regions (Marmara, Central Anatolia, Aegean and Mediterranean) are mostly in
western Tiirkiye. In particular, the three major metropolises, Istanbul, Ankara, and lzmir,
attract R&D firms through their research, knowledge, and network infrastructure. This aligns
with the conventional view that R&D firms are sensitive to local agglomeration factors such
as educated and qualified human capital and sectoral and individual knowledge flows.
Results also reveal that knowledge is localised and sticky in particular regions of Tiirkiye.
Both dynamic and potential aspects of firm absorptive capacity make Marmara, especially
Istanbul, more attractive than Aegean-Mediterranean, Central Anatolia, Eastern Anatolia
and Black Sea. Marmara provides firms with plenty of opportunities to develop the
components of their absorptive capacities (recognising, assimilating, and applying the
information) and access knowledge sources.

The tendency of R&D firms towards particular western regions of Tiirkiye, which are
already developed and industrial centres, indicates that a more balanced distribution of R&D
firms and activities is crucial. This is because the uneven distribution of R&D firms creates
disadvantages for the growth and competitiveness of other regions, particularly those heavily
dependent on sectors where local knowledge and specialisation are crucial. This poses some
potential risks for these regions regarding their competitiveness, absorptive capacity, and
level of development and growth. Hence, it is crucial to design regional, industrial, and
technological policies that align with the region's growth potential, unique competencies,
attributes, and objectives. Furthermore, the differences between regions that prioritise
increasing regional competitiveness and developing local knowledge and those that
prioritise improving global competitiveness through industrial and technological policies, as
well as other horizontal policies, should not be neglected. Implementing such policies will
help regions increase their competitiveness, capacity, and level of development in the long
run.

The importance of proximity to knowledge for R&D firms is a factor that increases
the stickiness of knowledge in certain regions of Tiirkiye. To constrain this, regions need to
overcome their deficiencies in physical accessibility, institutional capacity, absorptive
capacity, intra- and extra-regional knowledge spillovers and networking opportunities.
Taking steps to this end, considering the interactions between regions and sectors, global
sectoral trends, and the type of knowledge and human capital required by firms will also
help develop R&D, innovation, and entrepreneurship ecosystems.
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Another downside of the strong tendency of R&D firms to locate in Istanbul and the
Marmara region is that the area is a high-risk earthquake zone. On February 6, 2023, an
earthquake struck southeastern Tirkiye, killing many people and causing irreparable
material and moral damage to the public, region and Tiirkiye. Regarding economic concerns,
the negative impact of earthquakes on the accumulation of social and human capital,
including implicit knowledge and local knowledge, capabilities, and competencies, is quite
significant. Based on this experience, predicting the adverse effects of a possible future
Marmara earthquake on the Turkish economy is not difficult. Although the region affected
by the February 6 earthquakes and the Marmara differ in production structure and diversity
of factors, the potential threat to industrial production and knowledge resources should not
be underestimated. Accordingly, knowledge resources and industry in Marmara should be
shifted to other suitable regions.

Future studies must elucidate the impact of different firm-specific and particularly
entrepreneur-specific location factors. Moreover, a sub-national scale analysis would
effectively highlight the critical role of local knowledge and specialisation. The relocation
strategies of R&D firms and the multi-location strategies of firms that may conduct R&D
activities outside their headquarters or in multiple locations are also worth investigating.
Through this, it will be possible and interesting to examine the impact of localised
knowledge from different regions on a firm's location choice.

References

Akbasogullari, N. & H.E. Duran (2020), “Firm Size and Location Choice of Food Industry:
Izmir/Turkey Case”, Regional Science Inquiry, X11(2), 123-132.

Akin, B. & UK. Seyfettinoglu (2022), “Factors Determining the Location Decision: Analysis of
Location Choice Preferences of the IC1-1000 Companies with the Nested Logit Model”,
Central Bank Review, 22(1), 57-75.

Alama-Sabater, L. et al. (2011), “Industrial Location, Spatial Discrete Choice Models and the Need
to Account for Neighbourhood Effects”, The Annals of Regional Science, 47(2), 393-418.

Alafion-Pardo, A. & J.-M. Arauzo-Carod (2013), “Agglomeration, Accessibility and Industrial
Location: Evidence from Spain”, Entrepreneurship & Regional Development, 25(3-4),
135-173.

Alcacer, J. & M. Delgado (2012), “Spatial Organization of Firms: Internal and External
Agglomeration Economies and Location Choices Through the Value Chain”, US Census
Bureau Center for Economic Studies, CES-WP-12-33, Washington, DC.

Alguacil, M. et al. (2023), “Firms’ Characteristics and Their International Location Strategy: Micro-
Level Evidence from European Countries”, International Review of Economics &
Finance, 83(January), 97-113.

Arauzo-Carod, J.-M. & M.C. Antolin (2004), “Firm Size and Geographical Aggregation: An
Empirical Appraisal in Industrial Location”, Small Business Economics, 22, 299-312.

Arauzo-Carod, J.-M. et al. (2010), “Empirical Studies in Industrial Location: An Assessment of
Their Methods and Results”, Journal of Regional Science, 50(3), 685-711.

153



Akin, B. & U. Seyfettinoglu (2025), “The Role of Absorptive Capacity
in R&D Firms’ Location Choice”, Sosyoekonomi, 33(64), 131-158.

Artz, G.M. et al. (2016), “Does Agglomeration Matter Everywhere?: New Firm Location Decisions
in Rural and Urban Markets”, Journal of Regional Science, 56(1), 72-95.

Audretsch, D.B. & M. Belitski (2020), “The Role of R&D and Knowledge Spillovers in Innovation
and Productivity”, European Economic Review, 123(April),1-24.

Audretsch, D.B. & M.P. Feldman (1996), “R&D Spillovers and the Geography of Innovation and
Production”, The American Economic Review, 86(3), 630-640.

Audretsch, D.B. et al. (2004), “University Spillovers and New Firm Location”, Max Plant Institute,
Discussion Papers on Entrepreneurship, Growth and Public Policy, 0204, 1-24, Jena,
Germany.

Baltas, G. (2007), “Econometric Models for Discrete Choice Analysis of Travel and Tourism
Demand”, Journal of Travel & Tourism Marketing, 21(4), 25-40.

Barrios, S. et al. (2006), “Multinationals’ Location Choice, Agglomeration Economies, and Public
Incentives”, International Regional Science Review, 29(1), 81-107.

Basile, R. et al. (2008), “Location Choices of Multinational Firms in Europe: The Role of EU
Cohesion Policy”, Journal of International Economics, 74(2), 328-340.

Ben-Akiva, M. & M. Bierlaire (1999), “Discrete Choice Methods and Their Applications to Short
Term Travel Decisions”, in: R.W. Hall (ed.), Handbook of Transportation Science
(International Series in Operations Research & Management Science Book Series
(ISOR) (23, 5-33), Boston: Springer.

Berkoz, L. & S.S. Turk (2005), “Factors Influencing the Choice of FDI Locations in Turkey”, 45t
Congress of the European Regional Science Association: “Land Use and Water
Management in a Sustainable Network Society”, 23-27 August 2005, Amsterdam.

Berkoz, L. & S.S. Turk (2009), “Locational preferences of FDI firms in Turkey: A detailed
examination of regional determinants”, European Planning Studies, 17(8), 1243-1256.

Bottazzi, G. & U. Gragnolati (2015), “Cities and Clusters: Economy-wide and Sector-specific
Effects in Corporate Location”, Regional Studies, 49(1), 113-129.

Briilhart, M. et al. (2007), “Do Agglomeration Economies Reduce the Sensitivity of Firm Location to
Tax Differentials?”, The Economic Journal, 122(563), 1069-1093.

Campi, M.T. et al. (2004), “The Location of New Firms and The Life Cycle of Industries”, Small
Business Economics, 22(3/4), 265-281.

Chen, H.C. & Y.W. Yu (2008), “Using a Strategic Approach to Analysis the Location Selection for
High-tech Firms in Taiwan”, Management Research News, 31(4), 228-244.

Chin, J.T. (2013), “The Effects of Regional and Neighborhood Conditions on Location Choice of
New Business Establishments”, PhD diss., The Ohio State University.

Cohen, W.M. & D.A. Levinthal (1990), “Absorptive Capacity: A New Perspective on Learning and
Innovation”, Administrative Science Quarterly, 35(1), 128-152.

Council of Higher Education of Tiirkiye (2024), Universities: Our Universities,
<https://www.yok.gov.tr/universiteler/universitelerimiz>, 09.06.2023.

Deakins, D. & J. Bensemann (2019), “Does a Rural Location Matter for Innovative Small Firms?
How Rural and Urban Environmental Contexts Shape Strategies of Agri-Business
Innovative Small Firms”, Management Decision, 57(7), 1568-1588.

Deichmann, J. et al. (2003), “Foreign Direct Investment in Turkey: Regional Determinants”, Applied
Economics, 35(16), 1767-1778.

154



Akin, B. & U. Seyfettinoglu (2025), “The Role of Absorptive Capacity
in R&D Firms’ Location Choice”, Sosyoekonomi, 33(64), 131-158.

Deichmann, U. et al. (2005), “Agglomeration, Transport and Regional Development in Indonesia”,
World Bank Policy Research Working Paper Series, WPS 3477, World Bank,
Washington, D.C.

Demirbag, M. et al. (2010), “Institutional and Transaction Cost Determinants of Turkish MNEs’
Location Choice”, International Marketing Review, 27(3), 272-294.

Devereux, M.P. et al. (2007), “Firm Location Decisions, Regional Grants and Agglomeration
Externalities”, Journal of Public Economics, 91(3/4), 413-435.

Eurostat (2022), Eurostat Indicators on High-tech Industry and Knowledge Intensive Services (htec),
< https://ec.europa.eu/eurostat/cache/metadata/en/htec_esms.htm>, 07.11.2023.

Feldman, M.P. (1999), “The New Economics of Innovation, Spillovers and Agglomeration: A
review of Empirical Studies”, Economics of Innovation and New Technology, 8(1-2), 5-
25.

Ferreira, J.J. et al. (2016), “Entrepreneur Location Decisions Across Industries”, International
Entrepreneurship and Management Journal, 12(4), 985-1006.

Fosfuri, A. & J.A. Trib6 (2008), “Exploring the Antecedents of Potential Absorptive Capacity and Its
Impact on Innovation Performance”, Omega, 36(2), 173-187.

Fotopoulos, G. & H. Louri (2000), “Location and Survival of New Entry”, Small Business
Economics, 14(4), 311-321.

Fujita, M. et al. (1999), The Spatial Economy Cities, Regions, and International Trade, London: The
MIT Press.

Gertler, M.S. (1995), ““Being there’: Proximity, Organization, and Culture in the Development and
Adoption of Advanced Manufacturing Technologies”, Economic Geography, 71(1), 1-
26.

Gomez-Antonio, M. & S. Sweeney (2021), “Testing the Role of Intra-Metropolitan Local Factors on
Knowledge-Intensive Industries’ Location Choices”, The Annals of Regional Science,
66(3), 699-728.

Greene, W.H. (2008), Econometric Analysis, New Jersey: Pearson Prentice Hall.

Guimaries, P. et al. (2004), “Industrial Location Modeling: Extending the Random Utility
Framework”, Journal of Regional Science, 44(1), 1-20.

Hansen, E.R. (1987), “Industrial Location Choice in Sao Paulo, Brazil: A Nested Logit Model”,
Regional Science and Urban Economics, 17(1), 89-108.

Hart, S.L. et al. (1989), “A Contingency Approach to Firm Location: The Influence of Industrial
Sector and Level of Technology”, Policy Studies Journal, 17(3), 599-623.

Henderson, J.V. (1991), Urban Development: Theory, Fact, and Illusion, New York: Oxford
University Press.

Hensher, D.A. & W.H. Greene (1999), “Specification and Estimation of Nested Logit Models”, The
Institute of Transport Studies Working Paper, ITS-WP-99-4, Sydney & Monash,
Australia, <https://ses.library.usyd.edu.au/handle/2123/19041>, 21.12.2019.

Hensher, D.A. et al. (2005), Applied Choice Analysis, New York: Cambridge University Press.

Hoover, E.M. (1937), Location Theory and the Shoe and Leather Industries, Cambridge: Harvard
University Press.

Hoover, E.M. (1948), The Location of Economic Activities, New York: McGraw-Hill.

155



Akin, B. & U. Seyfettinoglu (2025), “The Role of Absorptive Capacity
in R&D Firms’ Location Choice”, Sosyoekonomi, 33(64), 131-158.

Jo, Y. & C.Y. Lee (2014), “Technological Capability, Agglomeration Economies and Firm Location
Choice”, Regional Studies, 48(8), 1337-1352.

Jofre-Monseny, J. et al. (2011), “The Mechanisms of Agglomeration: Evidence from the Effect of
Inter-Industry Relations on the Location of New Firms”, Journal of Urban Economics,
70(2-3), 61-74.

Karahasan, B.C. (2010), “Dynamics and Variation of Regional Firm Formation-Case of Turkey”,
PhD diss., Marmara University, Istanbul.

Karahasan, B.C. (2015), “Dynamics of Regional New Firm Formation in Turkey”, Review of Urban
& Regional Development Studies, 27(1), 18-39.

Kayam, S.S. et al. (2011), “Spoilt for Choice: Explaining the Location Choice of Turkish
Transnationals”, Munich Personal RePEc Archive, MPRA Paper No. 39150, 1-21,
Munich.

Kohlhase, J.E. & X. Ju (2007), “Firm Location in a Polycentric City: The Effects of Taxes”,
Environment and Planning C: Government and Policy, 25(5), 671-691.

Lafuente, E. et al. (2010), “Location Decisions of Knowledge-Based Entrepreneurs: Why Some
Catalan KISAs Choose to be Rural?”, Technovation, 30(11-12), 590-600.

Lall, S.V. & S. Chakravorty (2004) “Industrial Location and Spatial Inequality: Theory and Evidence
from India”, World Institute for Development Economics Research, Research Paper No.
2004/49, United Nations University, Helsinki.

Launhardt, W. (1882), “Die Bestimmung des zweckmassigsten Standortes elner gewerlichen
Anlage”, Zeitschrift des Vereins Deutscher, 26, 106-115.

Li, M. et al. (2016), “Location Determinants of High-Growth Firms”, Entrepreneurship & Regional
Development, 28(1-2), 97-125.

Li, Y. & K. Zhu (2017), “Spatial Dependence and Heterogeneity in the Location Processes of New
High-Tech Firms in Nanjing, China”, Papers in Regional Science, 96(3), 519-535.

Liviano, D. & J.-M Arauzo-Carod (2014), “Industrial Location and Spatial Dependence: An
Empirical Application”, Regional Studies, 48(4), 727-743.

MacKinnon, D. et al. (2002), “Learning, Innovation and Regional Development: A Critical Appraisal
of Recent Debates”, Progress in Human Geography, 26(3), 293-311.

Maggioni, M.A. (1999), “Clustering Dynamics and the Location of High-Tech Firms”, PhD diss.,
University of Warwick.

Malecki, E.J. (1984), “High Technology and Local Economic Development”, Journal of the
American Planning Association, 50(3), 262-269.

Malecki, E.J. (1985), “Industrial Location and Corporate Organization in High Technology
Industries”, Economic Geography, 61(4), 345-3609.

Manjon-Antolin, M.C. & J.-M. Arauzo-Carod (2011), “Locations and Relocations: Determinants,
Modelling, and Interrelations™, The Annals of Regional Science, 47(1), 131-146.

Maskell, P. & A. Malmberg (1999a), “Localised Learning and Industrial Competitiveness”,
Cambridge Journal of Economics, 23(2), 167-185.

Maskell, P. & A. Malmberg (1999b), “The Competitiveness of Firms and Regions: 'Ubiquitification’

And the Importance of Localized Learning”, European Urban and Regional Studies,
6(1), 9-25.

156



Akin, B. & U. Seyfettinoglu (2025), “The Role of Absorptive Capacity
in R&D Firms’ Location Choice”, Sosyoekonomi, 33(64), 131-158.

McFadden, D. (1974), “Conditional Logit Analysis of Qualitative Choice Behavior”, in: P.
Zarembka (ed.), Frontiers in Econometrics (105-142), New York: Academic Press.

Ministry of Industry and Technology (2024), Istatistikler | Istatistiki Bilgiler,
<https://www.sanayi.gov.tr/istatistikler/istatistiki-bilgiler>, 22.04.2024.

Mowery, D.C. et al. (1996), “Strategic Alliances and Interfirm Knowledge Transfer”, Strategic
Management Journal, 17(Special Issue), 77-91.

OECD (2015), Frascati Manual 2015: Guidelines for Collecting and Reporting Data on Research
and Experimental Development, The Measurement of Scientific, Technological and
Innovation Activities, Organisation for Economic Co-operation and Development, Paris:
OECD Publishing.

Park, S. et al. (2023), “The Interaction Effect of Absorptive Capacity and Partner Types on Product
Innovation in SMEs”, Knowledge Management Research & Practice, 22(4), 418-429.

Porter, M.E. (2000), “Location, Competition, and Economic Development: Local Clusters in a
Global Economy”, Economic Development Quarterly, 14(1), 15-34.

Ramaul, N.K. & P. Ramaul (2018), “Regional Incentives and Location Choice of New Firms in
India: A Nested Logit Model”, Journal of Quantitative Economics, 16(2), 501-525.

Rossi, F. (2019), “Identifying Factors Relevant for Firms’ Location and Relocation: The Case of
Ticino”, in: P. Capik & M. Dej (eds.), Relocation of Economic Activity (109-123), New
York: Springer Cham.

Sanchez-Reaza, J. (2018), “The Determinants of Firm Location in Tanzania”, The World Bank, Jobs
Working Paper No. 21, Washington, DC.

Seckin, B. (2015), “Firm Level Absorptive Capacity and The Success of International Technology
Transfer: The Case of Aerospace Industry in Turkey”, PhD diss., Middle East Technical
University.

Siedschlag, 1. et al. (2013), “What Determines the Location Choice of Multinational Firms in The
Information and Communication Technologies Sector?”, Economics of Innovation and
New Technology, 22(6), 581-600.

Sridhar, K.S. & G. Wan (2010), “Firm Location Choice in Cities: Evidence from China, India, and
Brazil”, China Economic Review, 21(1), 113-122.

Tatoglu, E. & K.W. Glaister (1998), “Western MNCs' FDI in Turkey: An Analysis of Location
Specific Factors”, Management International Review, 38(2), 133-159.

Townroe, P.M. (1969), “Locational Choice and the Individual Firm”, Regional Studies, 3(1), 15-24.

Train, K.E. (2003), Discrete Choice Methods with Simulation, Cambridge: Cambridge University
Press.

TurksStat (2020), “Financial and Non-Financial Corporations Research and Development Activities
Survey Micro Data Set, 2019”, Turkish Statistical Institute, Ankara.

TurkStat (2024a), Research and Development Activities Survey Statistics,
<https://data.tuik.gov.tr/Kategori/GetKategori?p=bilgi-teknolojileri-ve-bilgi-toplumu-
102&dil=2>, 22.04.2024.

TurkStat (2024b), Income Distribution Statistics: Income and Living Conditions Survey,
<https://data.tuik.gov.tr/Kategori/GetKategori?p=gelir-yasam-tuketim-ve-yoksulluk-
107&dil=2>, 23.04.2024.

157



Akin, B. & U. Seyfettinoglu (2025), “The Role of Absorptive Capacity
in R&D Firms’ Location Choice”, Sosyoekonomi, 33(64), 131-158.

TurkStat (2024c), Regional Statistics Database,
<https://biruni.tuik.gov.tr/bolgeselistatistik/anaSayfa.do?dil=en>, 26.04.2024.

Van Den Bosch, F.A. et al. (1999), “Coevolution of Firm Absorptive Capacity and Knowledge
Environment: Organizational Forms and Combinative Capabilities”, Organization
Science, 10(5), 551-568.

Von Thiinen, J.H. (1826), Der Isolierte Staat in Beziehung auf Landwirtschaft und
Nationalékonomie, Hamburg: Perthes.

Weber, A. (1909), Ueber den Standort der Industrien, Tiibingen: JCB Mohr.

Weterings, A. & J. Knoben (2013), “Footloose: An analysis of the Drivers of Firm Relocations Over
Different Distances”, Papers in Regional Science, 92(4), 791-809.

Wooldridge, J.M. (2001), Econometric Analysis of Cross Section and Panel Data, London: The MIT
Press.

Xiao, S.S. et al. (2023), “Double-Edged Sword of Open Innovation for Business Failure in the Post-
Pandemic Era: The Moderating Roles of Industrial Embeddedness and Absorptive
Capacity”, Industrial Marketing Management, 115, 378-394.

Yavan, N. (2006), “Tiirkiye'de Dogrudan Yabanci Yatirimlarin Lokasyon Secimi Uzerine
Uygulamal Bir Aragtirma”, PhD diss., Ankara University.

Yavan, N. (2010), “The Location Choice of Foreign Direct Investment Within Turkey: An Empirical
Analysis”, European Planning Studies, 18(10), 1675-1705.

Zahra, S.A. & G. George (2002), “Absorptive Capacity: A Review, Reconceptualization, and
Extension”, The Academy of Management Review, 27(2), 185-203.

Appendix Table: A
NUTS Definitions of Statistical Regions of Tiirkiye

Level 1 Level 2

Code Name Code Name

TR1 Istanbul TR10 Istanbul

TR21 Tekirdag, Edirne, Kirklareli

TR2 Western Marmara TR22 Balikesir, Canakkale

TR31 I1zmir

TR3 Aegean TR32 Aydin, Denizli, Mugla

TR33 Manisa, Afyon, Kiitahya, Usak

TR41 Bursa, Eskisehir, Bilecik

TR4 Bastern Marmara TR42 Kocaeli, Sakarya, Diizce, Bolu, Yalova

TR51 Ankara

TR5 Western Anatolia TR52 Konya, Karaman

TR61 Antalya, Isparta, Burdur

TR6 Mediterranean TR62 Adana, Mersin

TR63 Hatay, Kahramanmaras, Osmaniye

TR71 Kirikkale, Aksaray, Nigde, Nevsehir, Kirgehir

TR7 Central Anatolia TR72 Kayseri, Sivas, Yozgat

TR81 Zonguldak, Karabiik, Bartin

TR8 Western Black Sea TR82 Kastamonu, Cankiri, Sinop
TR83 Samsun, Tokat, Corum, Amasya
TR9 Eastern Black Sea TR90 Trabzon, Ordu, Giresun, Rize, Artvin, Giimiishane

TRA1 Erzurum, Erzincan, Bayburt

TRA Northeastern Anatolia TRA2 ‘Agr, Kars, Igdir, Ardahan

TRB1 Malatya, Elaz1g, Bingél, Tunceli

TRB Middle Eastern Anatolia TRB2 Van, Mus, Bitlis, Hakkari

TRC1 Gaziantep, Adiyaman, Kilis

TRC Southeastern Anatolia TRC2 Sanlwrfa, Diyarbakir

TRC3 Mardin, Batman, Sirnak, Siirt
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Abstract

This study calculates the profitability, growth rates, and financial performance of BIST
Transport and Storage Sector enterprises between 2013 and 2022, using financial statement values
obtained from the Public Disclosure Platform (KAP). In this context, the importance of the criteria was
determined by the Entropy method, using eight evaluation criteria, and then both individual and
sectoral financial performance scores of the companies were determined using MAIRCA (Multi
Attributive Ideal-Real Comparative Analysis) and MABAC (Multi-Attributive Border Approximation
Area Comparison) methods. The findings showed that the companies' profit-loss status was affected
by the increase or decrease in their assets, equity, sales and other items in both individual and sectoral
financial success rankings, and the particular situation notifications of the companies were also
effective.

Keywords . Financial Performance, Profitability and Growth Rates, Entropy,
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Oz

Bu calismada, 2013-2022 yillar1 arasinda BIST Ulastirma ve Depolama Sektoriinde faaliyet
gosteren isletmelerin karlilik ve biiylime oranlari ile finansal performanslarinin Kamuyu Aydinlatma
Platformu’'ndan (KAP) elde edilen finansal tablolardaki degerler kullanilarak hesaplanmasi
amaglanmgtir. Bu kapsamda, 8 degerlendirme kriteri kullanilarak Entropi yontemi ile kriterlerin 6nem
derecesi belirlenmis, ardindan sirketlerin hem bireysel hem de sektérel finansal performans puanlar
MAIRCA (Multi Attributive Ideal-Real Comparative Analysis) ve MABAC (Multi-Attributive Border
Approximation Area Comparison) yontemleri kullanilarak belirlenmistir. Elde edilen bulgulara gore,
sirketlerin kér-zarar durumlarinin sirketlerin hem bireysel hem de sektorel finansal basari
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siralamalarinda aktiflerinde, 6z kaynaklarinda, satiglarinda ve diger kalemlerinde meydana gelen artig
veya azaliglardan etkilendigi, sirketlerin 6zel durum bildirimlerinin de etkili oldugu gortilmustiir.

Anahtar Sozciikler :  Finansal Performans, Karlilik ve Biiyiime Oranlari, Entropi,
MAIRCA, MABAC, Ulastirma ve Depolama Sektorii.

1. Introduction

Along with globalisation, changing and developing technology has eliminated the
notion that countries' trade is limited to local markets, allowing countries to open up to
international markets. Logistics activities are the backbone of countries' opening up to
international markets and competing. The level of development and logistics performance
in a country's logistics activities has a significant impact on the country's position in the
global market.

Economic indicators are one of the key components of a country's development and
economic growth. Another factor that enables these economic indicators to develop and
change is logistics. (Tirkoglu & Duran, 2019: 89). The effective and efficient continuation
of logistics activities, representing a significant part of the global economy, significantly
contributes to national economies and businesses. With logistics activities, the goods and
services produced by the enterprises can be offered to the international market without time
and space restrictions. The country's crucial geopolitical position makes significant
contributions to Tiirkiye's economy through global trade, positively impacting the
development of the logistics sector. Logistic activities are involved in producing the product
from its raw state until it reaches the final consumer and in the reverse process of this
progression. A healthy supply chain process is essential for delivering goods and services of
the highest quality to customers at the desired location and time, at the lowest cost, both in
local and international markets, effectively and efficiently.

Due to the uncertainty problems arising from changes in global markets and financial
crises, the importance of efficiency in complex financial decision-making is gradually
increasing (Tunahan & Cmaroglu, 2018: 317). These situations have led to the need to
calculate financial results for businesses. The evaluation of financial results reveals the
continuity of companies, their current success, investment levels, what they do and do not
do correctly in terms of their activities, their risks, and how effectively and efficiently they
use their resources. Additionally, financial results enable businesses to identify their
strengths and weaknesses both individually and sectorally. In this direction, it can produce
solutions to eliminate its weaknesses and develop strategies to protect its strengths. In
addition, financial success is crucial for businesses to gain a competitive advantage through
effective cost management in their sector and international markets, ensuring continuous
growth. Companies can determine their financial results status and make predictions about
their future goals to create accurate plans and take necessary measures in advance to mitigate
any potential negativity.
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It is a well-established fact that the primary objectives of businesses are to achieve
sustainable long-term growth while also minimising costs and maximising profits. To
achieve all these goals, the financial success of the enterprises must be high. It is known that
many factors play an essential role in determining their economic success. It is generally
considered that the most critical measure of financial success among these factors is making
a profit. Said and Ali (2016) defined profitability as the ability of a company to generate a
profit from its sales, total assets, and capital. Therefore, they emphasised that profitability
analysis is crucial for long-term investors. Additionally, countries must have a sustainable
and profitable economy to compete in global markets and provide sufficient financial
resources. Accordingly (Nguyen & Nguyen, 2020: 47), identifying the different factors that
directly or indirectly affect profitability has been an important research topic in economics,
strategic management, accounting, and finance. In addition, growth rates indicate the
company's position in the sector (Farrokh et al., 2016: 365; Rezaie et al., 2014: 5035).
Growth rates show the increase or decrease of an amount compared to the previous year
(Rezaie et al., 2014: 5035). Businesses need an analysis of their growth rates to determine
their position in the sector and to take measures against the contractions they experience.

In this study, the financial results of 7 companies operating in the Transportation and
Storage sector on the BIST were analysed using Entropy, MAIRCA, and MABAC methods,
which examined profitability and growth rates based on financial statements obtained from
KAP between 2013 and 2022. A total of eight evaluation criteria were used: asset
profitability, main operating profit, net profit, and equity profitability ratio, as well as four
profitability measures and four growth rates: asset growth, primary operating profit growth,
net profit growth, and equity growth. First, the individual financial results of the companies
for the specified years were calculated, and then their financial results within the sector were
analysed. Thus, it aims to provide the necessary information to the company managers,
investors, lenders, company stakeholders, and the government about the financial results of
7 companies operating in the Transportation and Storage sector. When an investor is
considering investing in a company, they often struggle to make a decision solely based on
the company's financial results. Therefore, the investor chooses which company to invest in
by examining the company's financial results individually as well as within the broader
sector. In this respect, this article's study provides information to the reader in various
aspects, including the investor's investment decision, the lending institution's decision on
whether to grant a loan and the state's opinion about the company.

2. Literature Review

More than one financial ratio is used to calculate a business's financial results, which
are analysed and examined through various econometric models and methods. This study
encompasses literature reviews on calculating the financial results of logistics sectors,
regardless of the ratio discussed and the multi-criteria decision-making techniques
employed.
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In the article studies of Feng and Wang (2000), it was aimed to calculate the financial
results of five airlines operating in Taiwan using a total of 22 variables and the TOPSIS
method. The findings have shown that financial ratios can be more effective when used in
conjunction with other factors to evaluate airline performance.

In the study conducted by Wang and Lee (2009), the financial results of three large
container shipping companies operating in Taiwan were evaluated using the GIA method.
The strength and weakness indices of these enterprises were determined by assessing their
financial results, and the performance ranking was established based on total values.

In their study, Korkmaz and Uygurtiirk (2010) evaluated the financial results of 20
enterprises operating in the maritime transportation sector, which were registered on US
stock exchanges, using their financial statements from 2008 to 2010. “Ratio analysis” and
“TOPSIS method” were used. In general, it has been determined that the 'C' values of the
enterprises have been close to each other over the years. In addition, according to the
performance values listed based on ‘C’ values, it was determined that there was an increase
for some enterprises (CKH, EGLE, and SFL-coded enterprises) and a decrease for others
(SSW and DAC-coded enterprises).

In their study, Basdegirmen and Tunca (2017) examined the financial success of nine
companies in the logistics sector, which were among the "Top 500 Big Businesses"
published by Capital magazine in 2016, using the GIA method. The study used the following
evaluation criteria: export, number of employees, turnover, total assets, profit before tax,
and equity. The results revealed that the equity and total active evaluation criteria were the
most critical factors affecting financial results for the logistics sector, with the criterion of
lower importance being the pre-tax profit criterion.

In Ozbek's (2018) article, a model was developed to evaluate the performance of 8
companies in the logistics sector, as listed in the 2017 Fortune 500, which incorporates
national and international activities using SWARA, COPRAS, GIA, and TOPSIS methods.

In their study, Per¢in and Aldalou (2018) aimed to develop a financial analysis model
using an integrated “Fuzzy AHP” and “Fuzzy TOPSIS” method. With this model, the
financial results of Pegasus and Turkish Airlines Inc., which were registered on the BIST in
2015 and 2016, were calculated. The results showed that Pegasus had better financial
success.

Tunahan and Cinaroglu (2018) aimed to evaluate and rank the financial success of
the top 5 airlines in Europe between 2012 and 2016 using AHP and TOPSIS methods. Eight
financial evaluation criteria were used for the analysis. As of the years mentioned above,
Ryanair and EasyJet have achieved the best financial success, while Lufthansa has
experienced the lowest financial success.

Meydan et al. (2018) examined the relationship between financial openness and the
financial results of the Transportation and Storage sector between 1996 and 2016. Financial
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results were evaluated using the ratio analysis method, and financial transparency was
assessed through the VAR Model. The results showed that while the financial openness rate
initially reacted negatively to changes in the borrowing and current ratio, this reaction
became positive in subsequent periods.

In the study by Oral and Kipkip (2019), the financial successes of eight transportation
sector enterprises listed on BIST between 2014 and 2018 were examined using the
“TOPSIS” and “PROMETHEE” methods. According to the TOPSIS method, the results
showed that the TLMAN transportation enterprise ranked first in terms of performance in
2014, 2016, 2017, and 2018. According to the “PROMETHEE” method, TLMAN
transportation enterprise ranked first in 2014, fifth in 2015, fourth in 2016, third in 2017 and
second in 2018.

In their study, Tufan and Kilig¢ (2019) evaluated the financial results of six logistics
sector enterprises registered on the BIST for the period 2014-2018, using data from their
financial statements through the “TOPSIS” and “VIKOR” methods. According to the
analysis methods, companies with high financial results exhibit distinct differences, while
those with low financial results display similar characteristics.

In the article by Macit and Goéger (2020), the financial results of Pegasus Air
Transportation Inc. and Turkish Airlines Inc. registered in the BIST transportation and
storage sector in 2008, were analysed using the GIA method. The results showed that
Pegasus Air Transportation Inc. had higher financial results. On the other hand, Turkish
Airlines Inc. had better profitability rates.

In the article by Sakarya and Aksu (2020), the financial results of enterprises
operating in the transportation sector, as recorded in the BIST between 2013 and 2017, were
evaluated using the TOPSIS method. As a result of the findings, they were listed as the
enterprises with the most successful financial results in the form of RYSAS, CLEBI, CLEBI,
BEYAZ and CLEBI in 2013-2017. On the other hand, THYAO, BEYAZ, RYSAS, PGSUS
and THYAO have been ranked as the enterprises with the most unsuccessful financial results
over the years.

In a study by Ozbek and Ghouchi (2021), the financial results of the five most
successful airlines in Europe between 2009 and 2018 were analysed using the WASPAS and
EDAS methods. Twelve evaluation criteria were used in the study. The findings showed that
Ryanair's business had the highest financial results in these years, while Lufthansa's
company had the lowest.

In the article by Elmas and Ozkan (2021), the financial results of companies
registered in the “BIST Transportation and Storage Sector” between 2015 and 2019 were
calculated using integrated SWARA-OCRA methods. The results showed that BEYAZ was
the company with the best financial results over these years. Although the ranking changed
over five periods, it was determined that Doco was among the top three companies.
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Additionally, it was noted that RYSAS and THYAO were among the companies with the
lowest financial results, although their rankings fluctuated over the five periods.

Huang et al. (2021) aimed to investigate the financial results of nine US-based
airlines between 2015 and 2019 using data envelopment analysis and truncated regression.
The research results revealed that the operating efficiency of the airlines increased
continuously; however, the efficiency at the profitability stage remained stationary,
indicating that resource allocations were necessary for the airlines to make further progress
in overall efficiency.

In their study, Sakarya and Sackes (2022) aimed to calculate the profitability-oriented
financial results ranking of businesses using the Analytical Hierarchy Process (AHS)
integrated Gray Relations Analysis (GIA) methods of 8 companies registered in the “BIST
Transportation and Storage Sector” between 2018-2020 and to analyse the changes
experienced during the Covid-19 pandemic. Fifteen cash-based financial ratios were used as
criteria for evaluating financial results. In 2018, it was determined that the TLMAN
enterprise's highest performance was in the THYAO enterprise's last place. While the
enterprise with the highest performance in 2020 was BEYAZ, it was determined that the
THYAO enterprise was in last place, as it had been in 2018.

Upon examining the literature, it was found that most studies measured companies'
financial results and success within their respective sectors. In this study, unlike in the
literature, both individual and sectoral financial results and success rankings of companies
were determined. In addition, the small number of studies that consider profitability and
growth rates together as evaluation criteria has increased the study's originality.

3. Research Methodology

Both subjective and objective methods are used to determine criterion weights in
MCDM techniques. In this study, the importance of the criteria was determined using
numerical values in the decision matrix, thereby eliminating the influence of the decision
maker's opinion. This was achieved by applying the Entropy method, a well-established
objective method, to calculate the importance weights of the criteria. In addition, when
studies conducted using MCDM techniques in the literature were examined, the TOPSIS
method was most frequently preferred. In this study, financial results success score values
were determined separately using both methods, selecting the most up-to-date MAIRCA
(2014) and MABAC (2015) methods, which were chosen based on the years of their
emergence in MCDM techniques. The necessary information about the methods is given
below.

3.1. Entropy Method

Rudolph Clausius first defined entropy as a measure of disorder and uncertainty in
1865. Later, in 1948, Shannon expressed the discrete probability distribution as a measure
of uncertainty (Ayg¢in, 2020: 132). Entropy weight is defined as a parameter that expresses
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how close different alternatives with a particular attribute approach each other (Wang & Lee,
2009: 8962).

The variables in the formulas used to calculate the entropy value are defined as
follows (Aygin, 2020: 132-133);

A;: i decision alternative (i=1,2,:-- ,m)

C;: j evaluation criterion (j = 1,2,-+ ,n)

xj;- j the value received by alternative i according to the evaluation criterion

pij- j normalised value received by alternative i according to the evaluation criterion
k: Entropy coefficient

e;: Entropy value

d;. f degree of agglomeration

wj: j weight of evaluation criterion (j = 1,2, .....,n)

The Entropy Method consists of five steps. These are (Lotfi & Fallahnejad, 2010:
55);

1. Step: “Creating the decision matrix”

Aj [X11 Xq2 - Xqp
Az | x X22 ... X
D= 2 2:1 2:2 2:n (1)

An Xmi  Xmz  Xmn
2. Step: “Normalization of the decision matrix”

Xij
2.

Xij

i=1 )

3. Step: Calculation of Entropy values related to the criteria:

Pi]' =

5 Vij 2

n
ej = —k Zi=1 Bj.In(P;;i=12,..,mvej=12,..,n ?3)

4. Step: Calculation of degrees of differentiation:
d] =1- ej (J = 1,2, .....,Il) (4)

5. Step: Calculation of entropy criteria weights;
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In the fifth step, which is the last step, the degree of differentiation of each criterion
is proportioned to the total degree of differentiation, and such Entropy criterion weights are
calculated.

dj
Zn d;
j=1

As shown in Formula 3, the natural logarithm function is used when calculating
entropy values. Since the negative values in the decision matrix can cause problems in
calculations, they should be converted into positive values using various correction methods
found in the literature. These values are transformed using the Z-Score standardisation
transformation developed by Zhang et al. (2014). In the entropy method, firstly, the negative

values in the decision matrix are converted into positive ones using Formula 6 with the Z-
score standardisation transformation (Aygin, 2020: 134).

W, = ®)

o Xij— X
ij = o

Z (6)

X; and 0;, j in Formula 6 represents the mean and standard deviation of the criterion.
After obtaining the mean and standard deviation values, the negative values in the decision
matrix are converted to positive values using Formula 7.

Z,i]'= Zij+A;A>|minZ,-j| (7)

In Formula 7, after determining the lowest z;; value calculated for the criterion, a
constant A number higher than the absolute value of this value was added to all values in the
criterion and its z;; values z ';; were converted into positive values (Aygin, 2020: 134).

3.2. MAIRCA Method:

The MAIRCA method, as defined by Pamucar et al. in 2014 (Aygin, 2020: 190;
Yildizbas1 and Calik, 2021: 443), assumes that determining the gap between ideal and
empirical weights constitutes the basic assumption of the MAIRCA method. The stages of
the MAIRCA method are given below (Pamucar et al., 2018: 1646; Gigovic et al., 2016:
11).

1. Step: Creating the decision matrix;

Aj X114 X12 .+ Xin
X X22 .. X
X = A? 21 22 2n (8)
Ap Xm1 Xm2 -+ Xmn

2. Step: Identifying the priorities of alternatives;
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The decision maker is neutral regarding all other options and does not have a priority
among them. All alternatives are equal for the decision maker. Here, m represents the total
number of other options, and i represents the alternative priority.

1

PAi = ; (9)

M Py=1 i=12,..,m (10)
Pa1 = Paz == Panm 11
3. Step: Creating a theoretical rating matrix;

Paiwy  Pagwz .. Pajwy
sz PA2W:1 PA2W? PA2WI:1 (12)
PamWi  PamWz  Pamwy
4. Step: Creation of the actual rating matrix;
o For benefit type criterion (preferred higher criterion value):
— Xij —Xij
trij = Lpij '(xw—xir) (13)
e [or cost type criterion (preferred sub-criterion value):
Xij =X+
trij = tpi -(Xij'-_;ij+) (14)
try1 triz e Trin
Tr tr2:1 tr2:2 trz:n (15)
trml trmZ trmn
5. Step: Creating the total gap matrix;
gij= tpij - trij 8 V [0, ) (16)
811 812 8in

G=T,— T, = 82t 822~ &2 an

Sm1 8m2 Smn

6. Step: Identification of the total gap with alternatives;

As a result of the calculations, if the (A;) theoretical degree and the actual degree of
(tpi]-) an alternative (C;) for a criterion (t;) are equal to each other and have a non-zero
value, the gap will be zero(g;; = 0). When such a situation arises, it is emphasized (A that
the relevant alternative will be the (A;)ideal alternative (C;) for the relevant criterion.
However, if the (A;) theoretical degree (tpi]-) and the actual degree of an alternative (C;)for
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a criterion are equal (tri]-) to zero, the gap value will also be zero(tp;; = ty; = g;; = 0). In
such a case, the relevant alternative (A7) will be (A;) the worst alternative (C;)for the
relevant criterion (Aygin, 2020: 192).

7. Step: Calculating the Value of the Final Criteria Functions of Alternatives
Q=13Xtg , i=12..m (18)
3.3. MABAC Method

Pamugar and Cirovi¢ introduced the MABAC method in 2015. This method evaluates
the distances of the criterion functions of the decision alternatives to the boundary approach
area. The symbols of the variables in the application phase of the method are expressed as
follows (Pamucar & Cirovi¢, 2015: 3019; Aycin, 2020: 160):

A;: i decision alternative (i=1, 2, ...., m)

C;. j evaluation criteria j = 1,2, ...., n)

x;;- J the value received by alternative i according to the evaluation criterion
x;": maximum values in the columns

x; : minimum values in the columns

v;. weighted values

m : number of decision alternatives
Number of Criteria

q;: distance value from border proximity area

G: boundary proximity area matrix

V: weighted decision matrix elements

Q: Distance of decision alternatives to the border proximity area
G*: upper proximity area

G~ lower proximity area

S;: criterion function of each decision alternative

The MABAC method consists of seven steps. The following steps are outlined below
(Pamucar & Cirovi¢, 2015: 3019; Aygin, 2020: 160).

Step 1: Creating the decision matrix:
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X11 X12 -+ X1n
X=|"rr e i=1,.. .. mand j=1,...n
Xm1 Xm2 + Xmn

Step 2: Normalization of the decision matrix

(19)

o For benefit type criterion (preferred higher criterion value):

min
XX
max;-nm

j

rij =

e [or cost type criterion (preferred sub-criterion value):

xl]—x]

mm;"ax

X
J

Tij =

Step 3: Weighting the decision matrix
vij = Wj * (1 +rij)

Step 4: Determine the boundary proximity field matrix

= (21 viy)

1/m

(20)

(1)

(22)

(23)

After calculating the g; values for each criterion, a boundary proximity area matrix

(G) in n*1 format is created.

G = [gi]l*no

(24)

Step 5: Determine the distances (Q) of each decision alternative to the boundary

proximity area

The Q matrix is calculated for all criteria by determining the distances from the

boundary proximity area using the following equation.

V11 — 91 V12 —
—91V22 —

9z -
=Wi-6) = P

Vm1 —91Vm2 —

q11 912 ---
q21 922 ---
qnl an

- qim

(2%)

Step 6: Creating the locations of decision alternatives according to the border

proximity area

G+ifqij>0
AiE G lqu]=0
G_ifqij<0

(26)

169



Kahramani-Kog, A. & S. Oztiirk (2025), “Analysis of Financial Performance of Companies in the BIST Transportation
and Storage Sector with Multi-Criteria Decision-Making Techniques”, Sosyoekonomi, 33(64), 159-181.

Step 7: Sequence of decision alternatives
Si = Xi=1qij (27)
Sample of the Research and Data Collection Process:

The main population of the research was determined to be 10 enterprises operating
in the Transportation and Storage Sector registered with BIST. The study covers 2013-2022,
and the sample was formed by considering the quoted years of the enterprises operating in
the Transportation and Storage Sector. Since GRSEL 2022, TLMAN 2018 and TUREX
were listed on the stock exchange in 2021, they were excluded from the analysis. Research
data was obtained from KAP. The names and stock exchange codes of the enterprises used
within the scope of the analysis operating in the Transportation and Storage Sector traded in
BIST are obtained from KAP and shown in Table 1.

Table: 1
Enterprises Analyzed in the Transportation and Warehousing Sector and Their
Codes
Item Code Company Name
1 BEYAZ Beyaz Filo Oto Kiralama A.S.
2 CLEBI Celebi Hava Servisi A.S.
3 DOCO Do & Co Aktiengesellschaft
4 GSDDE Gsd Denizcilik Gayrimenkul insaat Sanayi veTicaret A.S.
5 PGSUS Pegasus Hava Tasimacilik A.S.
6 RYSAS Reysas Tasimacilik ve Lojistik Ticaret A.S.
7 THYAO Tiirk Hava Yollar1 A.O.

The financial ratio data of the Transport and Storage enterprises in the study were
calculated using formulas based on information obtained from their financial statements.
The evaluation criteria and codes used in the research are given in Table 2.

Table: 2
Evaluation Criteria and Codes
Item Code Evaluation Criteria Purpose
1 AK Active Profitability Maximum
2 EFK Operating profit Maximum
4 NK Net profit Maximum
5 OK Return on Equity Maximum
6 AB Active Growth Maximum
7 EFKB Main Operating Profit Growth Maximum
8 NKB Net Profit Growth Maximum
10 OB Equity Growth Maximum

4. Analysis and Findings of the Research

The research accessed data from KAP surveys conducted with seven companies
operating in the BIST Transport and Storage Sector between 2013 and 2022. The values
obtained from the financial statements, including four profitability and four growth rates
used in the research, were examined for each company and each year. Then, the annual
financial ratios of each company were arranged in the Excel program, and the importance of
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the evaluation criteria was determined using the Entropy method. This method was used
because it is objective and the decision maker's subjective intervention in the analysis results.
Then, the businesses' individual and sectoral financial results rankings were calculated using
MAIRCA and MABAC methods.

4.1. Analysis of Criteria Weights of Companies by Entropy Method

The entropy method is an objective method used to determine the severity () w;of the
criteria consisting of 5 steps. In addition, since including negative values in the research data
can cause problems in calculating the method, it consists of 6 steps, which involve
converting negative values into positive values using the Z-Score conversion process
developed by Zhang (2014) (Aygin, 2020: 132). These steps were calculated separately for
each company and year using the Excel program, and a decision matrix was generated. Then,
the importance weight ratings (w;) of the criteria were determined. Because each step is
excessive, the w; values obtained by calculating only with formula 5 in the study are given
in Table 3 and Table 5. Table 3 presents horizontal evaluation criteria and vertical w alt j
values of companies.

Table: 3
My Criteria Determined by Entropy Method Importance Weight Ratings
Companies/Criterias AK EFK NK OK AB EFKB NKB OB
BEYAZ 0,1045 0,1184 0,0867 0,0609 0,1702 0,1618 0,2083 0,0892
CLEBI 0,0945 0,0240 0,0942 0,0832 0,2198 0,1653 0,0634 0,2557
DOCO 0,0847 0,0569 0,0550 0,0648 0,2467 0,2131 0,1433 0,1356
GSDDE 0,1630 0,1137 0,1049 0,0869 0,1320 0,0677 0,0489 0,2828
PGSUS 0,0990 0,0710 0,0698 0,1099 0,1001 0,0601 0,1411 0,3491
RYSAS 0,1130 0,0231 0,1262 0,0517 0,1329 0,1205 0,0669 0,3658
THYAO 0,1255 0,1796 0,0947 0,1071 0,1049 0,0894 0,0852 0,2136

When Table 3 is examined, for BEYAZ, the most crucial criterion for the company
is Net Profit Growth, while the least important criterion is Return on Equity. For CLEBI,
GSDDE, PGSUS, RYSAS, and THYAO companies, the most crucial criterion is Equity
Growth. For CLEBI and RYSAS, the least important criterion is Operating Profit; for
GSDDE and THYADO, it is Net Profit Growth; and for PGSUS, it is Operating Profit Growth.
The most crucial criterion for DOCO is Asset Growth, while the least important criterion is
Net Profit. Table 3 shows that the Equity Growth criterion is generally the most important,
followed by Net Profit Growth.

4.2. Analysis of Annual Financial Performance of Companies by MAIRCA and
MABAC Methods

The MAIRCA method is a 7-step method used to determine the gap between ideal
and empirical weights (Aygin, 2020: 190). The MABAC method, on the other hand,
calculates score values by taking into account their distance to the border approach area and
consists of 7 steps (Pamucar & Cirovié, 2015: 3019; Aygin, 2020: 160). The decision
matrices and w; values determined for each company and each year through the Entropy
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Method were used in MAIRCA and MABAC methods. Score values were calculated by
determining the steps required for both methods separately for each year and company. As
in the entropy method, the score values obtained only for each company and each year in
this study are shown in Table 4 and Table 6 due to the high humber of evaluation steps in
both methods.

Table 4 presents the financial performance score values of the companies obtained
using the MAIRCA and MABAC methods used in the research. The MAIRCA method (X)
and MABAC method (YY) symbols are shown in Table 4 to facilitate the interpretation and
comparison of the results by financial information users.

Table: 4
Results Obtained by MAIRCA and MABAC Methods

Companies/Years BEYAZ CLEBI DOCO GSDDE PGSUS RYSAS THYAO
X Y X Y X Y X Y X Y X Y X Y

2013 6 6 8 8 2 2 4 4 1 1 3 3 7 7
2014 9 9 7 7 6 6 6 6 7 7 4 4 5 5
2015 1 1 6 6 4 4 8 8 6 6 8 8 3 3
2016 5 5 9 9 8 8 10 10 9 9 9 9 8 8
2017 7 7 4 4 9 9 9 9 5 5 6 6 9 9
2018 10 10 3 3 3 3 3 3 4 4 10 10 4 4
2019 2 2 5 5 7 7 5 5 3 3 7 7 6 6
2020 4 4 10 10 10 10 7 7 10 10 1 1 10 10
2021 8 8 1 1 5 5 1 1 8 8 5 5 2 2
2022 3 3 2 2 1 1 2 2 2 2 2 2 1 1

When Table 4 is examined, it is observed that according to the MAIRCA and
MABAC methods, the years in which companies were successful and unsuccessful in terms
of individual financial performance are equal. It is assumed that this situation demonstrates
the applicability of CKKYV techniques in calculating financial performance and confirms the
method's superiority. For BEYAZ, the year with the most successful financial performance
was 2015, while the year with the least successful performance was 2018. For CLEBI, the
most successful year was 2021, while the least successful year was 2020. For DOCO, the
most successful year was 2022, while the least successful year was 2020. For GSDDE, the
most successful year was 2021, while the least successful year was 2016. For PGSUS, the
most successful year was 2013, while the least successful year was 2020. For RYSAS, the
most successful year was 2020, while the least successful year was 2018. THYAO's most
successful year was 2022, while its least successful year was 2020. It is believed that both
the COVID-19 pandemic in 2020 and factors such as companies' profitability, sales levels,
loss conditions, and the unique situation announcements made by companies in their public
disclosures support the years in which companies were successful or unsuccessful.

4.3. Analysis of Annual Criteria Weights by Entropy Method

The findings are presented in Table 5, with the evaluation criteria listed horizontally
and the years listed vertically.
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Table: 5
Significance Weight Ratings of the Criteria Determined by Entropy Method
Years/Criteria AK EFK NK OK AB EFKB NKB 0B
2013 0,1258 0,0583 0,0837 0,1263 0,1935 0,0845 0,1157 0,2122
2014 0,1321 0,1124 0,0689 0,0932 0,1041 0,0694 0,0683 0,3516
2015 0,1208 0,0477 0,0493 0,1057 0,0578 0,4367 0,0535 0,1285
2016 0,1535 0,0822 0,0745 0,1821 0,1180 0,1635 0,0934 0,1330
2017 0,1358 0,0816 0,0811 0,1897 0,1124 0,1485 0,0779 0,1728
2018 0,1138 0,1322 0,1358 0,0866 0,1234 0,1698 0,1325 0,1058
2019 0,0985 0,0967 0,0550 0,0995 0,0766 0,1282 0,3572 0,0884
2020 0,1423 0,0602 0,0763 0,0953 0,0428 0,2309 0,0424 0,3099
2021 0,1429 0,1844 0,1573 0,0771 0,0863 0,0638 0,0709 0,2174
2022 0,1258 0,0583 0,0837 0,1263 0,1935 0,0845 0,1157 0,2122

Table 5 shows that the Equity Growth criterion is generally the most important,
followed by the Main Operating Profit Growth criterion.

4.4. Analysis of Annual Financial Performance of Companies by MAIRCA and
MABAC Methods

The MAIRCA and MABAC methods used in the research rank financial performance
from best to worst. Table 6 presents the rankings using the MAIRCA method (X) and the
MABAC method (YY) symbols.

Table: 6
Results Obtained by MAIRCA and MABAC Methods

Companies / Years 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

XIY [ XY [ XY [ XY | XY | X|Y | X]|Y|X|Y | X]|]Y|X]|Y

BEYAZ 5 5 7 7 2 2 1 1 3 3 7 7 1 1 2 2 5 5 4 4
CLEBI 7 7 1 1 3 3 4 4 1 1 1 1 3 3 5 5 2 2 2 2
DOCO 3 3 4 4 5 5 2 2 4 4 5 5 6 6 3 3 6 6 6 6
GSDDE 6 6 6 6 1 1 7 7 7 7 2 2 7 7 6 6 1 1 1 1
PGSUS 1 1 5 5 6 6 6 6 2 2 4 4 2 2 7 7 7 7 7 7
RYSAS 2 2 3 3 7 7 5 5 5 5 6 6 5 5 1 1 4 4 5 5
THYAO 4 4 2 2 4 4 3 3 6 6 3 3 4 4 4 4 3 3 3 3

When Table 6 is examined, the sectoral financial performance success rankings of
companies between 2013 and 2022 can be observed. The companies' success or failure in
terms of financial performance has been explained by examining both financial statement
items and special circumstance disclosures.

It is assumed that PGSUS's launch of a new route in 2013 led to an expansion of
flight operations and increased sales revenue, contributing to a rise in profitability and
sectoral success. On the other hand, it is assumed that CLEBI's increasing financial expenses
in 2013, along with a decline in profit and resulting losses, led to the company having the
lowest financial performance in the sector.

In 2014, it is believed that CLEBI's significant increase in sales revenue and net profit
compared to the previous year, along with the capital increase it carried out, contributed to
its success in the sector. Additionally, when examining the financial figures of companies
for 2014, it is observed that while other companies in the sector made a profit, BEYAZ
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company incurred a loss in 2014. This is considered to have led to the company's financial
underperformance within the sector.

In 2015, GSDDE acquired financial fixed assets. Additionally, the company saw an
increase in its total assets, equity, and sales revenue compared to previous years. These
factors are believed to have positively impacted the company's financial success. On the
other hand, RYSAS experienced a decline in its total assets, equity, and sales revenue in
2015. It is assumed that these declines had a negative impact on the company's financial
performance.

In 2016, it is assumed that BEYAZ's increases in equity, sales revenue, gross profit,
and operating profit led to it becoming the company with the best financial performance in
the sector. In 2016, GSDDE experienced a significant decline in gross and operating profit,
resulting in a net loss. This decline is believed to have negatively impacted the company's
financial performance, making it the least successful in the sector in terms of financial
performance.

In 2017, the increase in sales revenue, along with the rise in gross profit and operating
profit at CLEBI company, is assumed to have been reflected in the net profit margin,
resulting in a significant increase compared to the previous year. This positive development
is believed to have supported the company's financial success within the sector. In 2017,
GSDDE company, like in 2016, incurred losses, which is thought to have negatively
impacted its financial performance within the sector.

The increases in total assets, sales revenue, gross profit, and operating profit of
CLEBI significantly boosted its net profit for the period. These increases are assumed to
have supported the company's position as the most financially successful in 2018. In 2018,
the downturn in the automotive sector significantly reduced BEYAZ's sales revenue. This
led to a substantial decline in its net profit compared to the previous year, which is believed
to have lowered its financial performance and success within the sector.

In 2019, BEYAZ company's total assets, equity, sales revenue, gross profit, and
operating profit increased compared to the previous year, which significantly boosted the
company's net profit for the period. It is believed that these positive developments
contributed to the company's financial success, making it the most successful company in
the sector in terms of financial performance in 2018. On the other hand, GSDDE experienced
a decline in sales revenue, gross profit, and operating profit, which negatively impacted its
net profit for the period, resulting in a loss. It is assumed that these factors negatively affected
the company's sectoral performance.

In 2020, RYSAS made a significant contribution to the logistics sector and the
national economy by carrying out Tiirkiye's first export block train operation. Additionally,
the company purchased containers due to increased international railway transportation.
Furthermore, RYSAS experienced increased sales revenue, gross profit, and operating profit
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compared to previous years, while the growth rate of the company's assets also rose. It is
believed that these positive developments led to the company becoming the most successful
in its sector. The COVID-19 pandemic, a global outbreak, led to restrictions that negatively
impacted many industries, including aviation. In 2020, the limits resulted in a decline in
PGSUS's flight and passenger numbers, which decreased the company's sales revenue. At
the same time, the company experienced significant decreases in gross and operating profit,
and in 2020, it incurred its most crucial loss in recent years. This harmful situation is also
assumed to have negatively impacted the company's sectoral performance.

In 2021, GSDDE's capital increase, significant growth in sales revenue, and
substantial increases in gross profit and operating profit compared to the previous year are
believed to have positively impacted its net profit, thereby enhancing its sectoral
performance. At the same time, due to the COVID-19 pandemic, increased waiting times at
ports led to higher freight rates. This situation is considered to have had a positive impact
on the maritime sector. For PGSUS, the effect of the pandemic's restrictions continued into
2021, and the company's net profit declined further, resulting in losses. This situation is
thought to have negatively affected the company's performance within its sector.

In 2022, the increase in sales revenue, equity, total assets, gross profit, and operating
profit at GSDDE is believed to have contributed to the company's sectoral financial
performance. On the other hand, the significant declines in net profit growth and core
operating profit of PGSUS in 2022 are thought to have negatively impacted the company's
sectoral financial performance.

5. Concluding Remarks

In an increasingly global and competitive environment, companies require financial
results analysis to achieve a maximum profit and minimum cost policy, which is one of their
primary objectives, and to foster sustainable growth. Additionally, financial results analysis
can determine the extent to which companies utilise their resources efficiently. At the same
time, it is closely related to both internal and external stakeholders. In this case, internal and
external stakeholders are informed about the company's current success status, its
profitability, and the extent to which it fulfils financial procedures. At the same time, an
investment policy is determined, and investors are provided with direction in decision-
making. The financial results of enterprises are calculated based on the values in the financial
statement items.

Today, the logistics sector is the lifeblood of countries, supporting the development
of international trade, providing a global competitive advantage, ensuring the continuity of
production without disruption, facilitating the adequate provision of import and export
activities, and facilitating the complete transmission of information flow between
companies. The growth and development of the logistics sector contribute significantly to
the country's economy. Logistics activities are involved in each process, from the raw state
of the product to its production and delivery to the customer. Their ability to carry out
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warehousing activities, one of the logistics activities, effectively and efficiently also enables
the production process to be carried out entirely without errors. Additionally, businesses can
gain a cost advantage by utilising transportation activities effectively, thereby increasing
efficiency. Considering all these reasons, companies can gain a competitive advantage in the
global market by using their procurement processes and logistics activities effectively and
efficiently.

It has been determined that MCDM techniques have been frequently preferred in the
literature in recent years in financial result studies. In most of the studies, the company's
sectoral financial results were analysed year by year. In this study, unlike in the literature,
companies' individual and sectoral financial results were calculated by analysing them year
by year. Furthermore, the scarcity of studies in the literature that combine profitability and
growth rates makes this research unique among other studies.

The study employed eight evaluation criteria, comprising four profitability and four
growth rate metrics, considering profit maximisation and the mission of achieving
sustainable growth, which are among the enterprises' primary objectives. The financial
results of seven companies in the Transportation and Storage Sector traded on the BIST
between 2013 and 2022 were analysed.

According to the results of the Entropy Analysis, the criterion importance weight
ratings were obtained on a company basis. While net profit growth was the most crucial
criterion for the BEYAZ company, equity profitability was identified as the criterion with
the lowest importance. While the criterion with the highest significance level for the CLEBI
company is the equity growth criterion, the criterion with the lowest significance level is
determined to be the primary operating profit. While the highest criterion of importance for
DOCO is active growth, the lowest criterion is net profit. It was concluded that the highest
importance criterion of the GSDDE company was the equity growth criterion, and the lowest
criterion was the net profit growth. It has been determined that the most crucial criterion for
the PGSUS company is equity growth, and the least critical criterion is primary operating
profit growth. While the criterion with the highest level of importance belonging to the
RYSAS company was the equity growth criterion, the lowest criterion was the main
operating profit. Finally, it has been concluded that the highest criterion of the importance
level of THYAO company is the equity growth criterion, and the lowest criterion is the net
profit growth criterion.

According to the MAIRCA and MABAC Analysis results, the findings were obtained
based on the ranking of companies' financial results in terms of individual years, categorised
as most successful and most unsuccessful. While BEYAZ's most successful year was 2015,
its least successful year was 2018. While 2021 was the best year for CLEBI, 2020 was the
worst. While the year in which DOCO showed the highest financial results was determined
as 2022, the lowest year was defined as 2020. It was concluded that 2021 was the most
successful year for the GSDDE company, while 2016 was the least successful. It has been
reached that the year with the highest financial results for PGSUS company is 2013, and the
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year with the lowest performance is 2020. While RYSAS had the best performance in 2020,
it had the worst in 2018. Finally, THYAO company's best year was 2022, while its worst
was 2020.

According to the findings of the Entropy Analysis, the yearly criterion was the most
crucial criterion for 2013; the highest criterion was the equity growth criterion, while the
lowest criterion was the main operating profit. In 2014, the criterion with the highest severity
was the equity growth criterion, while the criterion with the lowest severity was net profit
growth. In 2015, it was found that the criterion with the highest importance level was the
main operating profit growth criterion, and the lowest criterion was the main operating profit
criterion. While the criterion with the highest severity for 2016 was the equity profitability
criterion, the lowest criterion was the net profit criterion. For 2017, it was found that the
criterion with the highest degree of importance was equity growth, and the lowest criterion
was net profit growth. In 2018, the criterion with the highest importance weighting was the
main operating profit growth criterion, while the criterion with the lowest importance
weighting was equity profit. For 2019, the highest degree of importance criterion was net
profit growth, while the lowest criterion was net profit. It has been concluded that the
criterion with the highest degree of importance for 2020 is equity growth, and the criterion
with the lowest degree of importance is net profit growth. In 2021, the criterion of highest
importance was determined as the equity growth criterion, while the criterion of lowest
importance was defined as the net profit growth criterion. In 2022, the criterion of highest
importance was determined as the net profit criterion, while the criterion of lowest
importance was defined as the equity profitability criterion.

According to the results of MAIRCA and MABAC Analyses, the findings were
obtained based on the ranking of companies with the most successful and least successful
annual financial results within the sector. In 2013, the best company was PGSUS, while the
worst was CLEBI. In 2014, while BEY AZ showed the worst financial results, CLEBI ranked
first in financial success. While GSDDE showed the best financial success in 2015, RYSAS
was determined as the company with the worst financial success. In 2016, while GSDDE
ranked last, CLEBI ranked first. While CLEBI company had the best financial results in
2017 and 2018, GSDDE in 2017 and BEYAZ company in 2018 were determined to be the
worst companies in terms of financial results. While the financial results of the GSDDE
company fell to last place in 2019, the BEYAZ company achieved the best financial results.
In 2020 and 2021, PGSUS ranked last among the most affected companies in the sector due
to pandemic restrictions. RYSAS in 2020 and GSDDE in 2021 were the companies that
achieved the best financial results. Finally, in 2022, GSDDE ranked first in the sector, while
DOCO was the most unsuccessful company.

According to the MAIRCA method, the values in the financial results ranking were
obtained by ranking from the most minor to the largest, whereas according to the MABAC
method, the values in the financial results ranking were obtained by ranking from the largest
to the most minor. Whether the values are ranked from small to large or from large to small,
it has been observed that the individual and sectoral financial results rankings of companies
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between 2013 and 2022 show similar results. This situation reveals that MCDM techniques
are effective methods for calculating financial results.

When the Entropy Analysis results are evaluated, the following suggestions can be
made to companies operating in the Transportation and Storage Sector registered with BIST
to increase their financial results individually;

It has been determined that the equity growth criterion is of the highest importance
and weight in the CLEBI, GSDDE, PGSUS, RYSAS, and THYAO companies.
These enterprises must pay attention to increases in equity growth rates to further
enhance their financial results.

It was observed that the net profit growth criterion of BEYAZ company was
determined to be the criterion with the highest importance. BEYAZ can move its
financial results to the top by focusing on net profit growth. BEY AZ company can
increase its net profit growth rate by keeping its expenses and costs to a minimum.
Finally, it has been determined that DOCO company's asset growth criterion is the
most crucial. DOCO can enhance its financial performance by increasing its profit,
liquidity, real estate holdings, stock, and other assets.

When the Entropy Analysis results are evaluated, the following suggestions can be
made to companies operating in the Transport and Storage Sector registered with BIST to
improve their financial results in terms of the sector;
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It was determined that equity growth was the most critical criterion in 2013, 2014,
2017, 2020 and 2021. In line with this result, it can be said that the companies
analysed in the Transportation and Storage Sector should emphasise the increase
in equity capital to increase their financial results in the years in question.

In 2015, the main operating profit growth criterion was the highest degree of
importance criterion. Therefore, to increase their sectoral financial results in 2015,
these companies should emphasise the primary operating profit growth rate
increase. Companies can increase their profitability by maintaining their core
business efficiently and effectively.

In 2016, the criterion with the highest management weight was equity profitability.
For these companies to improve their sectoral financial results in 2016, they need
to focus on increasing the return on equity ratio.

In 2019, the criterion with the highest severity was the net profit growth criterion.
To increase their sectoral financial results in 2019, these companies must consider
increasing their net profit growth rate. Net profit is the profit of the enterprise after
tax. These companies can increase their net profit growth rates by maximising
their profits and reducing expenses and costs.

Finally, it was concluded that the net profit criterion was the most critical in 2022.
Asin 2019, companies can enhance their financial performance by increasing their
net profits while reducing costs.
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The research results provide businesses within the sector with the opportunity to
compare themselves to their competitors, and investors who will invest in the sector have
the chance to compare firms within it. In addition, determining the companies' financial
results individually and every year allows them to assess their current situation, protect their
strengths, and take measures against the negative aspects they may encounter by identifying
their weaknesses. Additionally, it has been demonstrated that the profitability and growth
rates used as evaluation criteria can be considered financial result indicators by financial
information users. Upon examining the research results, it was found that studies on
Transportation and Storage companies in the literature did not yield similar findings. We
can explain that the reason for this situation is that the MCDM methods used, the evaluation
criteria discussed (profitability and growth rates), the periods covered by the research (2013-
2022) and the economic and social factors experienced in these periods differ and the limited
number of companies listed on the stock exchange affects this situation.

The findings obtained in this study are considered to be the limitations of the study,
including the sample (BIST Transport and Storage Sector), the financial results evaluation
criteria used (profitability and growth rates), the method chosen (MAIRCA & MABAC),
the ranking of importance levels (Entropy), and the scope for the 2013-2022 period. The
limitations of the research limit the research findings obtained in this context.

This study selected the BIST Transportation and Storage sector. In future studies,
different sectors enrolled in BIST or other countries can be chosen as samples, and a different
perspective can be revealed by expanding the study based on the methods used, different
evaluation criteria and different periods. Additionally, the entropy method determined the
importance of the requirements in this study. Other MCDM techniques can be used to
determine the severity of the criteria for future studies. Additionally, by increasing the
number of companies operating in the logistics sector that can be reached, a comparison can
be made between countries in the logistics sector, and a contribution can be made to the
existing literature.
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Corporate social responsibility (CSR) serves as a self-regulation mechanism for businesses and
a framework for consumers to evaluate companies. Carroll's (1991) CSR pyramid categorises these
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Kurumsal sosyal sorumluluk (KSS), isletmeler i¢in bir 6zdenetim mekanizmasi Ve tiiketiciler
icin sirketleri degerlendirme gergevesi islevi goérmektedir. Carroll’un (1991) KSS piramidi, bu
sorumluluklar1 Kategorize eder ve bunlar, kiiltiirel ve ekonomik baglamlara bagh olarak farklilik
gosterebilir. Bu ¢aligma, Carroll’un piramidi baglaminda Tiirk tiiketicilerinin perspektifinden KSS’yi
incelemektedir ve bu amagla uzman goriigmeleri “Pisagor Bulanik Entropi” yontemiyle analiz
edilmistir. Sonuglar, Tirk tiiketicilerin isletmelerin “ekonomik” sorumluluklarim en fazla
onceliklendirdigini, bunu “hayirseverlik” sorumluluklarinin izledigini ortaya koymaktadir. “Etik”

sorumluluklar biraz daha diisiik bir sirada yer alirken, “yasal” sorumluluklar bu baglamda en az 6nemli
olarak degerlendirilmistir.

Anahtar Sozciikler : Kurumsal Sosyal Sorumluluk, Carroll’un Kurumsal Sosyal
Sorumluluk Piramidi, Pisagor Bulanik Entropi, Tiiketici.
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1. Introduction

The concept of corporate social responsibility (CSR), which initially emerged from
a philanthropic perspective but has evolved into a more comprehensive framework over
time, offers an opportunity to evaluate the activities of businesses through a holistic
paradigm that encompasses all stakeholder interests. Corporate social responsibility, which
embodies conflicting interests, assumes a decisive role in the corporate decision-making
process and behaviour of businesses. The fact that the test of whether an activity is beneficial
or detrimental to society is essentially a moral question adds an ethical dimension to the
concept of Corporate Social Responsibility (CSR) for both businesses and stakeholders
(Branco & Rodrigues, 2007). In line with the expectations of the public, employees,
customers, and, in short, all stakeholders, today's businesses have become even more eager
to increase their CSR activities, both because they are seen as social citizens in society and
because of the assumption that social responsibility efforts will be rewarded by society.
Changes such as the blurring of borders, legal and political regulations, mass media, the
widespread use of social media, and increased awareness of sustainability and human rights
have led consumers to better understand their responsibilities towards nature, society, and
the future, and accordingly paved the way for CSR practices to become more critical.

One reason for considering nature and the environment as stakeholders is the interests
of future generations (Jacobs, 1997, cited in Branco and Rodrigues, 2007). Where it is
impossible to consult the natural environment or future generations, if there is a concern for
the natural environment or the future among the interests of legitimate stakeholders, this
must be considered. Moreover, as part of the status of stakeholders and the obligations owed
to them, the adoption of beneficial plans depends solely on people. The onus, therefore, is
on decision-makers and all those who influence them to create the necessary mechanisms,
both socially and individually (Branco & Rodrigues, 2007).

2. Corporate Social Responsibility

Today's businesses are transforming into new models in the global world order. Porter
and Kramer (2006) argued that incorporating CSR activities into core operational processes,
which they consider the new competitive strategy of the twenty-first century, plays a crucial
role in sustainable development (Guo et al., 2015). CSR activities have many consequences,
such as increasing firm value (Serveas & Tamayo, 2012), strengthening financial
performance (Sharma & Aggarwal, 2021; Alay et al., 2024), improving corporate image
(Pomering & Johnson, 2009; Virvilaite & Daubaraite, 2011; Ali et al., 2019; Al Mubarak et
al., 2019). CSR contributes to better financial performance by directly reducing costs,
increasing productivity, and indirectly increasing consumer satisfaction (Loureiro et al.,
2012). The European Commission has defined corporate social responsibility as a concept
that companies voluntarily contribute to a better society and a cleaner environment
(Commission of The European Communities, 2001). In this context, businesses can play a
role in developing and expanding corporate social responsibility by integrating social,
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environmental, ethical, consumer, and human rights issues into their operations in line with
applicable laws. Public institutions can play a role in developing and expanding corporate
social responsibility by providing support through voluntary policies and complementary
regulations.

Corporate social responsibility is predominantly associated with the concept of
stakeholders. Clarkson (1995) defines stakeholders as individuals or groups with a past,
present or future interest in a company or its activities or who may make demands. Thus, the
concept of a stakeholder refers to all individuals and groups that are affected by a business's
activities. Clarkson, who categorises stakeholder groups as primary and secondary
stakeholders, defines primary stakeholders as a group that jeopardises the continuity of the
business and without which it cannot survive, while secondary stakeholders are those who
affect or are affected by the company but who are not essential for the survival of the
company by not transacting with the company (Clarkson, 1995). Stakeholder theory, on the
other hand, deals with businesses with this paradigm and argues that the relationships that
companies establish with stakeholder groups outside the business play a decisive role in their
success (Aktan & Borii, 2007), based on the question “for whose benefit and at whose
expense should the firm be managed?” (Freeman, 1998). Therefore, this study aims to
examine consumers, who constitute the largest stakeholder group for a business.

To understand the journey of corporate social responsibility from being a
philanthropic activity and a strategic social tool to becoming a purpose, it is essential to
examine its development from a historical perspective. Carroll, who made significant
contributions to the CSR literature, accepted the starting point of the subject as the 1930s
and 1940s and stated that the first noteworthy references of these years can be considered as
Chester Barnard's (1938) “The Functions of the Executive”, JM Clark's (1939) “Social
Control of Business” and Theodore Kreps' (1940) “Measurement of the Social Performance
of Business” (Carroll, 1999). Although some researchers (Sen, 2011; as cited in Govindan
et al., 2015) argue that the first references to the subject were emphasised in the 1930s with
Berle and Means' book “The Modern Corporation and Private Property” (1930), most
researchers consider Bowen (1953) as the namesake of the concept since the first official
terminological use was made by Bowen (Carroll, 1979; Carroll, 1999; Wartick & Cochran,
1985). In his work, Bowen (1953) emphasised the obligations of businesses in this area by
pointing to the pursuit of the desired course of action about society's goals and values. In
this context, Bowen's work is regarded as the foundational point in the literature on corporate
social responsibility (Carroll, 1999; Maignan, 2001). In the 1950s, shaped by Bowen's
(1953) paradigm and based on the belief that businesses are vital centres of power and
decision-making, the awareness that corporate activities and decisions touch the lives of
citizens in many areas of life began to prevail. The question “What kind of responsibilities
can businessmen reasonably be expected to assume towards society?” which came to the
agenda with Bowen in these years, is the dominant theme of the period's literature (Carroll,
1999). Based on the need to clarify the conceptual framework of CSR in the 1960s, it is seen
that the concept expanded with different paradigms in terms of management philosophy.
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Finally, in the 1970s, more formal and specific definitions of CSR emerged, along with an
explanatory emphasis on corporate social performance. In the 1980s, efforts were made to
further measure and research CSR, with a greater focus on alternative thematic frameworks.
In this context, corporate social performance in the 1980s and 1990s provided a basis for
emphasising alternative themes such as corporate citizenship, stakeholder theory, and
business ethics theory (Carroll, 1999). CSR, which has been the subject of numerous
empirical studies since the 2000s, is now a symbol of being a social citizen, enhancing
corporate image (Pomering & Johnson, 2009; Virvilaite & Daubaraité, 2011; Ali etal., 2019;
Al Mubarak et al., 2019) and being seen as a strategic tool (Branco & Rodrigues, 2006).

CSR studies, particularly since the 1990s, have become one of the most popular
topics in the marketing literature, with their consumer-oriented research, which focuses on
an important stakeholder group. CSR is widely accepted as an effective communication tool
for increasing customer loyalty and building reputation (Bronn & Vrioni, 2001). In this
context, it has been the subject of numerous studies as an important strategic tool for today's
marketers (Brown & Dacin, 1997; Marin & Ruiz, 2007; Mohr & Webb, 2005; Sen &
Bhattacharya, 2001). CSR activities are recognised as a valuable strategic tool in many
marketing areas, such as brand image and customer satisfaction (Mohammed et al., 2018),
customer loyalty (Mandhachitara & Pooltholg, 2011; Servera-Francés & Piqueras-Tomas,
2019; Islam et al., 2021), word-of-mouth marketing (Hanaysha, 2021), consumer preference
(Boccia & Sarnacchiaro, 2018), purchase intention (Sen & Bhattacharya, 2001).

Consumers, who represent one of the largest stakeholder groups in studies on
corporate social responsibility, are considered to be a highly influential factor. Today,
consumer profiles are changing rapidly. For example, since it is known that consumers
belonging to Generation Z are more sensitive to environmental and social issues compared
to previous generations, businesses that allocate resources to CSR activities are likely to be
more successful than their competitors (Aysuna-Tiirkyilmaz & Leblebicioglu, 2022). With
the aforementioned global-scale changes and developments, it is evident that the
consumption preferences of today's consumers have become more responsible, and their
perceptions of businesses have become increasingly socially informed. However, it would
be helpful to clarify the difference between responsible consumption and CSR perception to
clarify the issue. While responsible consumption encompasses the social responsibility
dimension of consumers' consumption preferences and actions, CSR perception refers to
how consumers perceive the social responsibility activities of businesses (Ramasamy &
Yeung, 2009). In this context, the research subject is how consumers perceive CSR.

Researchers argue that customer-oriented CSR activities increase global brand value,
while combined CSR plans targeting multiple stakeholders produce better results (Karaman
& Akman, 2017). According to a market survey conducted by Ipsos MORI research
company in 2000 with 12,000 consumers in 12 European countries, 70% of consumers stated
that the organisation's commitment to social responsibility is important when purchasing
products or services, and one in five people are willing to pay more for products with social
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value and environmental responsibility (<www.csreurope.org>; cited in Ramasamy &
Yeung, 2009). Similarly, Mohr and Wehb (2005) found that corporate social responsibility
in the environmental sense affects purchase intention more strongly than price; Alrubaiee et
al. (2017) found that CSR has a direct positive impact on customer value, corporate image,
and marketing performance; Chen et al. (2015) found that CSR image has an effect on brand
prestige, consumer-business identification, and purchase intention; Sen and Bhattacharya
(2001) stated that CSR-related activities have an impact on consumer identification,
emotional motives, and product perceptions and thus have the ability to create perceptions
and behaviours in favour of the company; Lee et al. (2012) stated that CSR activities are a
strong predictor of consumer-enterprise identification and customer loyalty by affecting
consumer perceptions. Research indicates that CSR awareness is highly likely to translate
into purchase intentions in consumers (Tian et al., 2011). Another piece of data that may be
important for building long-term and sustainable trust is the finding that consumers'
perceptions of CSR activities affect their perceived product quality and satisfaction, both of
which are direct and indirect predictors of trust (Swaen & Chumpitaz, 2008).

CSR activities can influence marketing activities and also serve as antecedents of
CSR. Consumer perceptions of a business's CSR activities are influenced by factors such as
brand, reputation, and communication. Research indicates that perceived financial
performance and ethical statements made by the business influence consumer perceptions
of corporate social responsibility and that corporate reputation is a significant predictor of
consumer trust and loyalty (Stanaland et al., 2011; Poolthong & Mandhachitara, 2009).

2.1. Carroll's Pyramid of Corporate Social Responsibility

Carroll (1991) argues that for corporate social responsibility to be accepted by
businesses, it should be conceptualised to encompass all their duties within a framework to
understand the components related to the nature of the concept. In this context, he explained
the responsibilities of businesses in four interdependent and mutually supportive
dimensions. These responsibilities encompass economic, legal, ethical, and philanthropic
aspects. These are said by Carroll (1991) as follows:

e Economic responsibility: It expresses the responsibility of businesses to produce
and make a profit within a reason-for-being paradigm. First, enterprises are profit-
motivated units that produce goods and services consumers need in line with their
primary role. As this situation has evolved into a focus on maximising profit over
time, other responsibilities of enterprises are based on economic considerations.

e Legal responsibility: Legal responsibility refers to the need to act within the
framework of legal requirements when performing economic tasks. Society
strongly expects businesses to take responsibility for their profits and act by the
law. Businesses are expected to fulfil their economic mission by the law. At this
point, legal responsibilities reflect a codified ethical view.
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e Ethical responsibility: Ethical responsibility refers to the need for businesses to
act in accordance with established norms that define appropriate behaviour when
conducting their activities. Although businesses fulfil some ethical norms by
acting in line with their economic and legal responsibilities, ethical responsibilities
include unwritten societal expectations to protect and respect the rights of
stakeholders. In this respect, it may imply a higher performance requirement for
businesses than that required by law. The ethical responsibilities of businesses are
constantly the subject of public debate, as they are seen by society as obligations
to meet expectations. Different paradigms of public opinion complicate the
situation for firms. Ethical norms are the driving force of law, and therefore,
ethical responsibility forces legal responsibility to expand due to its constant
interaction with the legal layer of responsibility.

¢ Philanthropic responsibility: Philanthropic responsibilities refer to active
participation and a common desire to improve social life. Contributions to the arts,
education, and other areas are examples. In a sense, philanthropic responsibility is
closely tied to businesses being good corporate citizens. Philanthropic
responsibilities differ from ethical responsibilities in that the public has no moral
and ethical expectations. Although the public wants to see businesses in beneficial
activities for society, they do not consider this situation unethical when the desired
level is not achieved. The pyramid of corporate social responsibility is illustrated
in Figure 1.

Figure: 1
Corporate Social Responsibility Pyramid

Source: Carroll, 1991.

Carroll (1991: 42) states that economic performance is the basic building block of all
other activities. This is followed by legal responsibility, as the law determines whether an
activity is acceptable. Ethical responsibility is the obligation to avoid and/or minimise harm
to stakeholders by acting with integrity and fairness. Finally, philanthropic responsibility
refers to the expectation that businesses are good corporate citizens. This is related to the
expectation that businesses benefit society through financial and human resources, thereby
improving the quality of life.

Research on corporate social responsibility from a consumer perspective suggests
that consumer perception of CSR may differ culturally and at the level of economic
development (Ramasamy & Yeung, 2009; Katz et al., 2001; Latteman et al., 2009). The
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results of consumer research based on this classification, as presented by Carroll, indicate
that it varies depending on culture, geography, the country's economic status, and level of
development. For example, Nurunnabi et al. (2019) and Alfakhri et al. (2020), in their
research conducted in the Arabian region, concluded that philanthropic responsibility ranked
first and attributed this result to the influence of the zakat culture prevalent in Islamic
geography. In a study conducted by Rahim et al. (2011) in Malaysia, the importance of the
dimensions was ranked as follows: economic, philanthropic, ethical, and legal. Similarly, a
survey conducted by Atan and Halim (2012) on Muslim consumers noted that compliance
with the law was the most critical dimension for consumers. In a study conducted by
Ramasamy and Yeung (2009) in China, findings parallel to Carroll's pyramid were found.
Maignan (2001) argued that while US consumers perceive economic performance as the
primary responsibility of businesses, French and German consumers perceive economic
achievements as secondary and stated that French and German consumers are primarily
interested in businesses that comply with social norms, not businesses that achieve high
levels of economic performance.

The evaluation of these economic and social interests by consumers and their
perspectives, which may not overlap or even conflict, is a topic worthy of research. Although
Carroll's pyramid has been the subject of countless studies, the consumer side of the issue is
a relatively neglected area of research. In Tiirkiye, there is no widespread understanding of
the priority of types of responsibilities (within Carroll's framework) that consumers expect
from firms, as evaluated from the consumer's perspective, based on the CSR pyramid. With
the primary motivation of the studies above that differ contextually, this study aims to reveal
the consumer's approach to CSR dimensions through the eyes of experts. In addition, the
fact that there is no study evaluating experts' opinions on the subject and integrating different
research methods into the subject can be stated as a novelty.

3. Methodology

This research was conducted by gathering experts' opinions, drawing on their
knowledge and experience to evaluate corporate social responsibility (CSR) from a
consumer perspective. The primary reason for utilising expert opinions is their high capacity
to represent the views of a broad consumer base, ensuring that the findings reflect diverse
and informed perspectives.

To achieve this, experts were selected based on their field of study, title, and
professional experience, aiming to capture insights into the tendencies of many consumers.
The experts include management and marketing academics specialising in corporate
governance and providing consultancy services to the private sector. Their academic
expertise adds theoretical depth to the analysis. Additionally, marketing managers from
well-established Turkish companies with strong corporate governance compliance were
included, offering practical insights into market dynamics and consumer behaviour. Senior
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banking executives with Capital Markets Board (CMB) licenses were also involved,
providing strategic perspectives and extensive experience in regulated industries.

Each expert brings at least 10 years of professional experience, ensuring their ability
to provide nuanced and reliable evaluations of CSR. This carefully curated group of
professionals represents a diverse range of expertise, combining academic, corporate, and
industry-specific knowledge. The experts' detailed qualifications, experience, and roles are
presented in the table below, demonstrating their ability to comprehensively represent
consumer perspectives. This diverse group of experts ensures a holistic and well-rounded
evaluation of CSR priorities from the consumer perspective, making the study
comprehensive and highly relevant.

Table: 1
Information on Experts Contributing to the Study

Expert Field of Study Profession Professional Experience Education Level
El Banking Branch Manager 12 Master's Degree
E2 Airlines Project Manager 10 Ph.D.
E3 Banking Customer Representative 11 Bachelor’s Degree
E4 Banking HR Director 15 Master’s Degree
ES FMCG Marketing Manager 13 Master's Degree
E6 Management Academician 10 Ph.D.
E7 Marketing Academician 22 Ph.D.
E8 Marketing Academician 26 Ph.D.

Ethics committee approval was obtained from Istanbul Medeniyet University Social
and Human Sciences Scientific Research and Publication Ethics Committee with the number
E-38510686-050.04-2400017273.

Maximum variation sampling was used as a sampling method in this study. The
maximum variation sampling method increases the diversity of individuals in the sample to
provide maximum diversity to the research subject (Coyne, 1997: 628; Kuzucu-Yapar &
Keskin, 2023). In this study, the sample group was selected from individuals and researchers
with at least 10 years of professional experience in the field of CSR. The research method
employed was the “Pythagorean Fuzzy Entropy” method, which is considered a highly
suitable tool for measuring precision and fuzziness. The primary purpose of this approach is
to enable the weighing of different factors according to their importance (Zeng et al., 2020)
and their sensitivity to measurement uncertainty in information. However, one of the
method's main advantages is that the weighting is done objectively, as it is an information-
based method (Kumar et al., 2020). The Pythagorean Fuzzy Entropy method employed in
this study offers superiority in effectively managing uncertainties and objectively
determining criterion weights, particularly in multi-criteria decision-making problems. One
of the method's main advantages is that it provides a broader uncertainty management
capacity than classical and intuitionistic fuzzy methods since the sum of the squares of the
membership and non-membership degrees is less than one. Moreover, with an entropy-based
approach, the data obtained from expert opinions are objectively weighted, and information
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loss is minimised. These features make the method more flexible and reliable than alternative
fuzzy decision-making techniques (Zeng et al., 2020).

3.1. Pythagoras Fuzzy Numbers

Intuitionistic fuzzy sets, introduced by Atanassov in 1986 as an extension of classical
fuzzy sets, have been widely utilised by researchers across various fields to address
uncertainties. However, these sets may not always meet specific criteria, significantly when
the degrees of membership and non-membership exceed 1. To overcome this limitation,
Yager proposed Pythagorean fuzzy sets in 2013, as they offer a more comprehensive
representation of uncertainty. Pythagorean fuzzy sets are considered generalisations of
intuitionistic fuzzy sets in specific scenarios, providing greater power and flexibility in
handling uncertainty-related problems (Mohd & Abdullah, 2017; ilbahar et al., 2018).

Unlike intuitionistic fuzzy sets, where the sum of membership and non-membership
degrees can exceed 1, Pythagorean fuzzy sets maintain a constraint where the sum of their
squares cannot exceed 1 (ilbahar et al., 2018; Zeng et al., 2016; Zhang & Xu, 2014). This
characteristic makes Pythagorean fuzzy sets more robust and suitable for effectively
managing uncertainties in diverse applications.

The Pythagorean fuzzy set is defined in Equation 1:
p={x. p(mx),v,(0|x1 X} @

Here up: X + [0,1] denotes the degree of membership, while v,: x — [0,1] denotes
the degree of non-membership. Thus, for x € X

M, (x))* + (v, (x)) £ 1 )
As can be seen, the sum of the squares of the degrees of their membership or non-

membership cannot exceed 1. The degree of uncertainty of Pythagorean fuzzy sets m,(x) is
determined by the equation (3) below.

1, (0= 1= (M, ()~ (v, () @3)
For two Pythagorean fuzzy sets;
p, = {X,pl(mplx),vpl(xﬂxi X} ve p,= {X,pz(mpzx),vpz(xﬂxi X}

Arithmetic operations for Pythagorean fuzzy sets are shown in 4-7;
pAp,= p(\) T+ - 'Vplva) )]

191



Keskin, A. & N. Kiragli-Leblebicioglu & A. Keskin & B. Leblebicioglu (2025), “Examining the
Criteria Affecting Corporate Social Responsibility in Businesses from the Consumer Perspective
Using the Pythagorean Fuzzy Entropy Technique”, Sosyoekonomi, 33(64), 183-203.

pAp,= p(mplm,,z\/Vf,l +V - VZV;) ©)
Ap= p(qll- (- mf,)*,(vp)*),w ovel R ©)
P p((mp)k, 1- (1- V;)*),w 0 @

3.2. Pythagorean Fuzzy Entropy

Entropy was initially introduced as a measure of uncertainty in physics. Later,
Shannon mathematically formalised this concept, which began to be widely utilised in
various fields, emphasising computer science (Sahin & Yip, 2017). In this study, consumers'
evaluations of the concept of CSR will be analysed by applying the Pythagorean Fuzzy
Entropy method to determine the weights of economic, legal, ethical and philanthropic
responsibilities in Carroll's CSR pyramid. Pythagorean fuzzy numbers are employed in the
analysis, and the corresponding linguistic terms are presented in the table below (Peng &
Yang, 2015).

Table: 2
Pythagorean Fuzzy Numbers Linguistic Terms

Criteria Importance Value

Extremely Important (0.85:0.15)
Very Important (0.75:0.25)
Important (0.65:0.35)
Medium (0.55:0.45)
Unimportant (0.35:0.65)
Very Unimportant (0.25:0.75)
Extremely Unimportant (0.15:0.85)

The entropy method is a weighting technique based on uncertainty. Initially, criteria
are defined, and then the weighting process is carried out using the Pythagorean Fuzzy
Entropy method. The steps of the fuzzy entropy method are as follows (Aksakal, 2021).

Step 1: Creation of the decision matrix

Data are collected and evaluated for each alternative by converting them into
linguistic expressions. These linguistic terms are transformed into Pythagorean fuzzy
numbers to form the decision matrix (D).

In the decision matrix shown below, m is the number of alternatives, n is the number
of criteria, and x;is the value of criterion j for alternative i.
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Xpo X X Xin
X21 XZ 2 XZ 3 XZ n
D - X31 X32 X33 XSn
Xm 1 Xm 2 Xm 3 Xm n

Step 2: Determining the degree of hesitation

The membership and non-membership degrees specified in Equation 2, as well as the
degrees of indecision defined in Equation 3, are expressed with any Pythagorean fuzzy set
P (u, v), where u, v, = € [0,1] satisfies the condition in Equation 8.

m+vi+ =1 (C)]

The degree of uncertainty measures the degree of certainty of the information
obtained. Including the degree of uncertainty in the definition of entropy provides a better
measure of the total uncertainty contained in the Pythagorean fuzzy set.

Step 3: Determination of Pythagorean fuzzy entropy and comprehensive entropy

E™: Pythagorean Fuzzy Set(X) ~ [0,1], being a real function and representing the
fuzzy entropy of Pythagorean Fuzzy Set (X), is expressed as E*(P) for Pythagorean Fuzzy
Set P contained in X in equation 9 below.

. 12
E'(P)= —a (- Im,(x,)- v,(x,)]) ©)

Xu, Zhang, and Li proposed a comprehensive entropy approach for fuzzy
Pythagorean sets, which combines the aforementioned fuzzy entropy and degree of
instability (Xu et al., 2020).

E(P)= %a [£"(p)m, (x,)- =,E (p)] (10)
1 o
E(P)= —4 [1- 7, (eI m,(x))- v, (x)l] (11)

Here, (P;P) is shown as a separate element from the Pythagorean fuzzy set.
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Step 4: Determination of criterion weights with comprehensive entropy of
intuitionistic fuzzy sets

Among the criteria weighting methods, the entropy weighting method is widely used
(Zeleny, 1982). A fuzzy Pythagorean mean comprehensive entropy-weighted analysis was
used to determine the criteria weighting (Xu et al., 2020). It is shown in Equation 12.

1- £,
w=——->7_ 12)
' n- X" E.
J=17J
4. Results

The importance levels of economic, legal, ethical and philanthropic responsibilities
in Carroll's CSR pyramid will be determined by applying the Pythagorean Fuzzy Entropy
method to consumers' evaluations of the concept of CSR. In line with the literature review
and expert opinions, it was decided to subject the four dimensions mentioned in Carroll's
CSR pyramid to the research and to use the scale consisting of 16 questions developed by
Maignan (2001) in his cross-cultural study on the subject, shown in Table 3. Eight different
experts were consulted to calculate the weights of these dimensions. The experts consisted
of senior managers with at least 10 years of experience and professors with numerous
academic publications on CSR who lecture in this field.

Table: 3
Statements on Consumers' Evaluation of CSR Dimensions from the Experts'
Perspective

Economic Responsibility

ECO1 | According to consumers, businesses should maximise their profits.

ECO2 | According to consumers, businesses should strictly control production costs.

ECO3 | According to consumers, businesses should plan for their long-term success.

ECO4 | According to consumers, businesses should continually strive to improve their economic performance.

Legal Responsibility

LEG1 | According to consumers, businesses should ensure that their employees act according to the standards set by law.
LEG2 | According to consumers, businesses should avoid setting aside contractual obligations.

LEG3 | According to consumers, businesses should avoid breaking the law, even if it helps to improve performance.
LEG4 | According to consumers, businesses should always adhere to the principles of the regulatory system.

Ethical Responsibility

ETH1 | According to consumers, businesses should not allow ethical concerns to impact their economic performance negatively.
ETH2 | According to consumers, businesses should prioritise respect for ethical principles over economic performance.
ETH3 | According to consumers, businesses should adhere to well-defined ethical principles.

ETH4 | According to consumers, businesses should refrain from compromising their ethical standards to achieve corporate goals.
Philanthropic Responsibility

PHI1 According to consumers, businesses should play a role in addressing social problems.

PHI2 Consumers believe that businesses should participate in the management of public affairs.

PHI3 According to consumers, businesses should allocate their resources to philanthropic activities.

PHI4 | According to consumers, businesses should play a societal role that extends beyond generating profits.

Source: Maignan, 2001.

The 16-question scale developed by Maignan (2001) was administered to eight
experts to elicit the weights assigned to consumers on Carroll's CSR dimensions. For this
purpose, the degree of importance of each statement, as shown in Table 1, was asked.

194



Keskin, A. & N. Kiragli-Leblebicioglu & A. Keskin & B. Leblebicioglu (2025), “Examining the
Criteria Affecting Corporate Social Responsibility in Businesses from the Consumer Perspective
Using the Pythagorean Fuzzy Entropy Technique”, Sosyoekonomi, 33(64), 183-203.

Experts were asked to respond on a seven-point scale ranging from extremely important to
extremely unimportant to evaluate the relevant statements for consumers.

Step 1: Creating the Decision Matrix

Calculations were made by considering the degree of importance that the experts
assigned to each statement during their evaluation. For example, in the decision matrix for
the economic responsibilities dimension, shown in Table 4, the statement ECO1 was deemed
necessary by the first expert, whereas it was evaluated as moderately crucial by the second
expert. The other statements were similarly calculated using Table 1 and are presented in
Tables 4-6 in the first step.

Table: 4
Economic Responsibilities Dimension Decision Matrix
Experts ECO1 ECO2 ECO3 ECO4
E1 P (0.65:0.35) P (0.75:0.25) P (0.35:0.65) P (0.35:0.65)
E2 P (0.55:0.45) P (0.65:0.35) P (0.85:0.15) P (0.55:0.45)
E3 P (0.65:0.35) P (0.75:0.25) P (0.75:0.25) P (0.85:0.15)
E4 P (0.75:0.25) P (0.85:0.15) P (0.85:0.15) P (0.75:0.25)
E5 P (0.55:0.45) P (0.55:0.45) P (0.55:0.45) P (0.35:0.65)
E6 P (0.35:0.65) P (0.65:0.35) P (0.75:0.25) P (0.55:0.45)
E7 P (0.55:0.45) P (0.85:0.15) P (0.75:0.25) P (0.85:0.15)
E8 P (0.55:0.45) P (0.35:0.65) P (0.55:0.45) P (0.35:0.65)
Table: 5
Legal Responsibilities Dimension Decision Matrix
Experts LEG1 LEG2 LEG3 LEG4
E1 P (0.75:0.25) P (0.85:0.15) P (0.75:0.25) P (0.75:0.25)
E2 P (0.85:0.15) P (0.85:0.15) P (0.85:0.15) P (0.85:0.15)
E3 P (0.85:0.15) P (0.65:0.35) P (0.55:0.45) P (0.65:0.35)
E4 P (0.85:0.15) P (0.85:0.15) P (0.75:0.25) P (0.75:0.25)
E5 P (0.75:0.25) P (0.35:0.65) P (0.85:0.15) P (0.85:0.15)
E6 P (0.85:0.15) P (0.75:0.25) P (0.75:0.25) P (0.85:0.15)
E7 P (0.75:0.25) P (0.75:0.25) P (0.85:0.15) P (0.85:0.15)
E8 P (0.65:0.35) P (0.35:0.65) P (0.75:0.25) P (0.85:0.15)
Table: 6
Ethical Responsibilities Dimension Decision Matrix
Experts ETH1 ETH2 ETH3 ETH4
E1 P (0.65:0.35) P (0.75:0.25) P (0.65:0.35) P (0.75:0.25)
E2 P (0.85:0.15) P (0.85:0.15) P (0.85:0.15) P (0.85:0.15)
E3 P (0.55:0.45) P (0.55:0.45) P (0.35:0.65) P (0.55:0.45)
E4 P (0.65:0.35) P (0.65:0.35) P (0.75:0.25) P (0.85:0.15)
E5 P (0.75:0.25) P (0.85:0.15) P (0.85:0.15) P (0.85:0.15)
E6 P (0.75:0.25) P (0.65:0.35) P (0.75:0.25) P (0.55:0.45)
E7 P (0.65:0.35) P (0.55:0.45) P (0.65:0.35) P (0.65:0.35)
E8 P (0.75:0.25) P (0.85:0.15) P (0.75:0.25) P (0.85:0.15)

195



Keskin, A. & N. Kiragli-Leblebicioglu & A. Keskin & B. Leblebicioglu (2025), “Examining the
Criteria Affecting Corporate Social Responsibility in Businesses from the Consumer Perspective
Using the Pythagorean Fuzzy Entropy Technique”, Sosyoekonomi, 33(64), 183-203.

Table: 7
Philanthropic Responsibilities Dimension Decision Matrix
Experts PHI1 PHI2 PHI3 PHI4
El P (0.55:0.45) P (0.25:0.75) P (0.35:0.65) P (0.65:0.35)
E2 P (0.85:0.15) P (0.55:0.45) P (0.85:0.15) P (0.85:0.15)
E3 P (0.65:0.35) P (0.25:0.75) P (0.85:0.15) P (0.75:0.25)
E4 P (0.75:0.25) P (0.65:0.35) P (0.75:0.25) P (0.75:0.25)
E5 P (0.65:0.35) P (0.15:0.85) P (0.25:0.75) P (0.55:0.45)
E6 P (0.35:0.65) P (0.25:0.75) P (0.75:0.25) P (0.65:0.35)
E7 P (0.75:0.25) P (0.65:0.35) P (0.75:0.25) P (0.85:0.15)
E8 P (0.55:0.45) P (0.15:0.85) P (0.25:0.75) P (0.35:0.65)

After creating the decision matrices, the degrees of indecision and the comprehensive
entropy values of the Pythagorean fuzzy sets will be calculated.

Steps 2 and 3: Determining the degree of uncertainty and the comprehensive
entropy of Pythagorean fuzzy sets

In the second and third steps, firstly, the degree of hesitation (x) was determined using
the values of membership () and non-membership (v) defined in the decision matrix in the
first step, and then the comprehensive entropy values (E) were determined for each statement
using the degrees of membership, non-membership and hesitation. These details are
provided for each dimension separately in Tables 8 through 11.

Table: 8
Determining the Comprehensive Entropy of the Economic Responsibilities Dimension
ECO1 ECO2 ECO3 I ECO4

Experts [ \ T E N \ m E 0 \Y T E N \ T E
El 0.65 | 0.35 | 0.67 | 090 | 0.75 | 0.25 | 0.61 | 0.81 | 0.35 | 0.65 | 0.67 | 0.90 | 0.35 0.65 0.67 0.90
E2 055 | 045 | 0.70 | 097 | 065 | 035 | 0.67 | 0.90 | 0.85 | 0.15 | 0.50 | 0.65 | 0.55 0.45 0.70 0.97
E3 065 | 035 | 067 | 090 | 075 | 025 | 061 | 0.81 | 0.75 | 0.25 | 0.61 | 0.81 | 0.85 0.15 0.50 0.65
E4 075 | 025 | 061 | 081 | 085 | 0.15 | 050 | 0.65 | 0.85 | 0.15 | 0.50 | 0.65 | 0.75 0.25 0.61 0.81
ES 0.55 | 0.45 | 0.70 | 097 | 055 | 045 | 0.70 | 0.97 | 055 | 0.45 | 0.70 | 0.97 | 0.35 0.65 0.67 0.90
E6 0.35 | 0.65 | 0.67 | 090 | 065 | 0.35 | 0.67 | 090 | 0.75 | 0.25 | 0.61 | 0.81 | 0.55 0.45 0.70 0.97
E7 055 | 045 | 0.70 | 097 | 085 | 0.15 | 050 | 0.65 | 0.75 | 0.25 | 0.61 | 0.81 | 0.85 0.15 0.50 0.65
E8 055 | 045 | 0.70 | 097 | 035 | 065 | 0.67 | 0.90 | 0.55 | 0.45 | 0.70 | 0.97 | 0.35 0.65 0.67 0.90
Comprehensive Entropy 1.85 Comprehensive Entropy 1.65 Comprehensive Entropy 1.64 | Comprehensive Entropy 1.69

Table: 9
Determining the Comprehensive Entropy of the Legal Responsibilities Dimension
LEG1 LEG2 LEG3 LEG4

Experts o \Y n E n v n E u \ m E o v b E
El 075 | 025 | 061 | 081 | 0.85 | 015 | 050 | 0.65 | 0.75 | 025 | 061 | 081 | 0.75 | 025 | 0.61 | 0.81
E2 085 | 015 | 050 | 0.65 | 0.85 | 0.15 | 050 | 0.65 | 0.85 | 0.15 | 0.50 | 0.65 | 085 | 0.15 | 050 | 0.65
E3 0.85 | 015 | 050 | 065 | 065 | 035 | 067 | 0.90 | 055 | 045 | 070 | 097 | 0.65 | 0.35 | 0.67 | 0.90
E4 0.85 | 015 | 050 | 065 | 085 | 0.15 | 050 | 065 | 0.75 | 025 | 0.61 | 0.81 | 0.75 | 0.25 | 0.61 | 0.81
E5 075 | 025 | 061 | 0.81 | 035 | 0.65 | 0.67 | 0.90 | 0.85 | 0.15 | 0.50 | 0.65 | 085 | 0.15 | 050 | 0.65
E6 085 | 015 | 050 | 065 | 0.75 | 025 | 0.61 | 081 | 0.75 | 0.25 | 061 | 0.81 | 085 | 0.15 | 050 | 0.65
E7 0.75 0.25 0.61 0.81 0.75 0.25 0.61 0.81 0.85 0.15 0.50 0.65 0.85 0.15 0.50 | 0.65
E8 0.65 0.35 0.67 0.90 0.35 0.65 0.67 0.90 0.75 0.25 0.61 0.81 0.85 0.15 0.50 | 0.65
Comprehensive Entropy 1.49 Comprehensive Entropy 1.57 Comprehensive Entropy 1.54 Comprehensive Entropy 1.45
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Table: 10
Determination of the Comprehensive Entropy of the Ethical Responsibilities
Dimension
ETH1 ETH2 ETH3 ETH4
Experts n \Y n E i \ b E i \ T E n \ b E

El 0.65 0.35 0.67 0.90 0.75 0.25 0.61 0.81 0.65 0.35 0.67 0.90 0.75 0.25 0.61 0.81
E2 0.85 0.15 0.50 0.65 0.85 0.15 0.50 0.65 0.85 0.15 0.50 0.65 0.85 0.15 0.50 0.65
E3 0.55 0.45 0.70 0.97 0.55 0.45 0.70 0.97 0.35 0.65 0.67 0.90 0.55 0.45 0.70 0.97
E4 0.65 | 0.35 | 0.67 | 090 | 065 | 035 | 0.67 | 0.90 | 0.75 | 0.25 | 0.61 | 0.81 | 0.85 | 0.15 | 050 | 0.65
E5 075 | 025 | 061 | 081 | 085 | 0.15 | 050 | 0.65 | 0.85 | 0.15 | 0.50 | 0.65 | 0.85 | 0.15 | 0.50 | 0.65
E6 0.75 0.25 0.61 0.81 0.65 0.35 0.67 0.90 0.75 0.25 0.61 0.81 0.55 0.45 0.70 0.97
E7 0.65 0.35 0.67 0.90 0.55 0.45 0.70 0.97 0.65 0.35 0.67 0.90 0.65 0.35 0.67 0.90
E8 075 | 0.25 | 061 | 081 | 0.85 | 0.15 | 050 | 0.65 | 0.75 | 0.25 | 0.61 | 0.81 | 0.85 | 0.15 | 050 | 0.65
Comprehensive Entropy 1.69 Comprehensive Entropy 1.63 Comprehensive Entropy 1.61 Comprehensive Entropy 1,57

Table: 11
Determining the Comprehensive Entropy of the Philanthropic Responsibilities
Dimension
PHIL PHI2 [ PHI3 I PHI4
Experts 1) \ n E n v m E i \ n E " \ m E

El 055 | 045 | 0.70 | 0.97 | 025 | 0.75 | 0.61 | 0.81 | 0.35 | 0.65 | 0.67 | 0.90 | 0.65 0.35 0.67 0.90
E2 085 | 015 | 0.50 | 0.65 | 0.55 | 0.45 | 0.70 | 0.97 | 0.85 | 0.15 | 0.50 | 0.65 | 0.85 0.15 0.50 0.65
E3 0.65 | 0.35 0.67 090 [ 025 | 0.75 | 0.61 | 0.81 | 0.85 | 0.15 0.50 0.65 0.75 0.25 0.61 0.81
E4 075 | 025 | 0.61 | 081 | 0.65 | 0.35 | 0.67 | 0.90 | 0.75 | 0.25 | 0.61 | 0.81 | 0.75 0.25 0.61 0.81
E5 0.65 | 035 | 0.67 | 090 | 0.15 | 0.85 | 0.50 | 0.65 | 0.25 | 0.75 | 0.61 | 0.81 | 0.55 0.45 0.70 0.97
E6 035 | 065 | 0.67 | 090 | 0.25 | 0.75 | 0.61 | 0.81 | 0.75 | 0.25 | 0.61 | 0.81 | 0.65 0.35 0.67 0.90
E7 075 | 025 | 0.61 | 0.81 | 0.65 | 0.35 | 0.67 | 0.90 | 0.75 | 0.25 | 0.61 | 0.81 | 0.85 0.15 0.50 0.65
E8 055 | 045 | 0.70 | 0.97 | 0.15 | 0.85 | 0.50 | 0.65 | 0.25 | 0.75 | 0.61 | 0.81 | 0.35 0.65 0.67 0.90
Comprehensive Entropy 1.73 Comprehensive Entropy 1.63 | Comprehensive Entropy 1.56 | Comprehensive Entropy 1.65

After calculating the comprehensive entropies for each statement, the next step is to
calculate the total weights of the dimensions.

Step 4: Determination of criteria weights with Pythagorean Fuzzy Sets
comprehensive entropy

In the fourth step, the total weights of each statement and dimension were calculated
using the comprehensive entropy values obtained in steps two and three, as shown in Tables
11-14. The weights of the dimensions were calculated as 0.2853 for economic
responsibilities, 0.2584 for philanthropic responsibilities, 0.2509 for ethical responsibilities,
and 0.2054 for legal obligations, respectively. The sum of the values obtained from Tables
12-15 gives a value of 1.

Table: 12
Calculation of the Economic Responsibilities Dimension Weight
[ Comprehensive entropy I ECO1 I ECO2 I ECO3 [ ECO4 [ SUM |
[ W | 0.0855 | 0.0654 | 0.0647 | 0.0696 | 0.2853 |
Table: 13
Calculation of the Weight of the Legal Responsibilities Dimension
[ Comprehensive entropy [ LEG1 [ LEG2 [ LEG3 [ LEG4 [ SUM |
[ w; | 0.0488 | 0.0575 | 0.0543 | 0.0449 | 0.2054 |
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Table: 14
Calculation of Ethical Responsibilities Dimension Weight

[ Comprehensive entropy I ETHL [ ETH2 [ ETH3 | ETH4 [ SUM |

| wj | 0.0693 | 0.0633 | 0.0613 | 0.0570 | 0.2509 |
Table: 15

Calculating the Weight of the Philanthropic Responsibilities Dimension
[ Comprehensive entropy I PHIL I PHI2 I PHI3 [ PHI4 [ SUM |
| w | 0.0734 | 0.0630 | 0.0565 | 0.0654 | 0.2584 |

5. Concluding Remarks

This research evaluates the corporate social responsibility dimensions that Turkish
consumers expect from businesses in the context of Carroll's CSR pyramid from the
perspective of experts in the field. The research reveals which aspects of the steps in Turkish
consumers' CSR pyramid differ from those in similar studies from other cultures. In addition,
it differs from its counterparts in its understanding of the importance of corporate social
responsibility dimensions expected from businesses in Turkish culture, as well as the method
it employs.

Corporate Social Responsibility (CSR) refers to a business's dedication to promoting
sustainable economic development and collaborating with employees, the local community,
and society as a whole to enhance their overall quality of life (World Business Council on
Sustainable Development, 2000; as cited in Manasakis, 2018). Although businesses will
fulfil this commitment, what stakeholders expect from businesses is the determinant of the
issue. In this research, with this paradigm, the CSR evaluations of consumers, one of the
largest stakeholder groups, are discussed in line with experts' opinions. The results of the
research can be summarised as follows.

The results of this study indicate that, according to experts in Tiirkiye, consumers
primarily expect businesses to demonstrate economic responsibility (0.2853). Economic
responsibility is closely followed by philanthropic responsibility (0.2584) and ethical
responsibility (0.2509). The relatively least weighted dimension is legal responsibility
(0.2054). When the difference of 0.0075 is considered insignificant (the difference between
philanthropic and ethical responsibility), it will be possible to say that the research findings
point to a three-step flattened pyramid.

The first finding of the research reveals that customers perceive businesses primarily
as economic and profit-oriented entities, considering their primary responsibility to be
economic. This aligns with the American consumer profile identified in Maignan’s (2001)
study, which compared consumer perceptions across different countries. However, it is
essential to note that our results indicate that economic responsibilities can be reconciled
with social and ethical interests, as reflected in the correlation values (0.2853, 0.2584,
0.2509). These results also suggest that an organisation needs to develop policies that
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demonstrate to consumers its commitment to philanthropic and ethical responsibilities,
particularly when utilising corporate social responsibility activities as a marketing strategy.

One of the key reasons why philanthropic and ethical responsibilities follow
economic responsibilities stems from Tiirkiye's cultural structure. When evaluating the
pyramid of research results, it appears that charitable responsibility precedes ethical
responsibility by a minimal margin, while legal responsibility emerges with a more
significant distinction, in line with Hofstede's cultural dimensions of femininity and
collectivism (Hofstede Insights). It is not surprising that our country, which exhibits
feminine and collectivist cultural characteristics, displays philanthropic and collectivist
tendencies and creates parallel beliefs that align with these cultural dimensions. In addition,
the results obtained are consistent with the research conducted by Rahim et al. (2011) in
Malaysia, which is not far from our country, regarding the femininity dimension, and yielded
similar findings. Studies are evaluated.

The most unexpected finding of this study was that legal responsibility ranked last.
When the results are compared with similar studies, the low prioritisation of legal obligation
(4™ place) aligns with findings by Rahim et al. (2011) in Malaysia. This outcome may be
associated with the applicability of legal regulations or the level of consumer compliance
with laws in developing countries. Similarly, the relatively low importance of legal
responsibility may indicate that consumers perceive this dimension as secondary in the
Middle East and Islamic regions, as reflected in the findings of Nurunnabi et al. (2019),
where legal responsibility ranked 3.

Our research further reveals that while economic responsibilities are ranked highest,
the structure of priorities differs from Carroll’s pyramid in the context of our sample. The
ethical and philanthropic responsibility dimensions exhibit similar importance, suggesting a
more compressed pyramid concept where these two responsibilities are nearly equal in
importance. Considering Tiirkiye’s cultural characteristics- marked by strong femininity and
collectivist values- the close association between benevolence, benefiting others, and the
ethical codes expected from businesses may be attributed to these cultural traits. Moreover,
compared to similar studies, it is reasonable to assert that, according to expert insights,
Turkish consumers perceive Carroll’s pyramid dimensions as an integrated whole rather than
as distinct and separate tiers.

The results of the research show that Carroll's pyramid, which expresses the priorities
regarding the responsibilities of businesses, differs from Carroll's pyramid, and at the same
time, when the statistical values of the CSR dimensions examined under these four headings
are evaluated, it is not very insignificant from the consumer's point of view according to the
experts, the consumer perceives CSR as a whole with close weights and surprisingly, ethical
and philanthropic activities should be considered almost as important as economic interests.
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Like any research study, ours has certain limitations. First, a significant limitation is
that the experts selected to represent consumers may primarily evaluate consumer
expectations within the scope of the industries in which they are involved. Expanding future
research to include experts from diverse sectors could provide a more comprehensive
understanding of consumer expectations regarding corporate social responsibility (CSR)
across different industries and help identify whether our findings are applicable in other
industrial contexts.

Another limitation is that, although including experts from corporate companies
serving all of Tiirkiye is a strength, our findings overlook local differences and subcultural
variations. This limitation restricts our ability to explore how regional differences might
influence consumer expectations. It is plausible that CSR expectations vary significantly
across regions in Tiirkiye, reflecting diverse cultural and economic contexts.

In light of these limitations, future studies would benefit from examining CSR
expectations within varied industrial and subcultural contexts. Additionally, while this study
relies on expert opinions due to their strong capacity to represent consumer perspectives,
expanding the research tradition to include studies directly engaging with consumers would
provide richer insights and further contribute to the field.
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Abstract

This study aims to investigate the role of SEKA Postasi newspaper in promoting the
sustainability of industrial development and shaping urban culture. The news published in SEKA
Postas1 newspaper was examined quantitatively using the content analysis method. The results
obtained in the study demonstrate that the newspaper effectively represents the social aspect of the
industry, featuring a diverse range of news content, including sports, cinema, exhibitions, concerts,
health, travel, marriage, and education. The results reveal that SEKA Postasi, a business newspaper,
undertook a compelling mission to develop the city’s daily life.
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Oz
Bu calismada SEKA Postasi gazetesinin, endiistriyel gelisim siirecinin siirdiiriilebilirliginin
saglanmasinda ve Kent kiiltiiriiniin olusumundaki roliiniin ortaya konulmasi amaglanmaktadir. SEKA
Postas1 gazetesinde yayimlanan haberler, icerik analizi yontemi kullanilarak niceliksel olarak
incelenmistir. Calisgmada elde edilen sonuglar, gazetenin spordan, sinemaya; sergiden, konsere;
sagliktan, geziye; evlilikten, egitime farkli haber igerikleri ile sanayinin sosyal yoniini temsil ettigini

gostermektedir. Sonuglar, igletme gazetesi olan SEKA Postasi’nin kentin giindelik hayatinin
geligmesinde etkin bir misyon istlendigini ortaya koymaktadir.

Anahtar Sozciikler . Endistrilesme, Kent Kiiltiirii, Giindelik Hayat, Gazete, SEKA
Postasi.
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1. Introduction

Economic development and industrialisation are critical factors determining a city's
cultural life. Industrialised cities play a pioneering role in laying the foundations of a city's
cultural dynamics and establishing the economic infrastructure that will have a dominant
impact on urban life. Thanks to its geographical location and hinterland, Kocaeli, one of the
important industrial cities of Tiirkiye, is the centre of large industrial enterprises. The fact
that the Tirkiye Selilloz ve Kagit Fabrikalart A.S. (SEKA), one of the first industrial
organisations in the history of the Republic, and SEKA, as it was commonly known in later
years, was established in this city confirms this strategic geographical position. In this sense,
SEKA not only contributed to the economic development process of the town through paper
production but also significantly contributed to the social and cultural development of
Kocaeli and Izmit. SEKA pioneered significant changes in the socio-cultural structure of the
city across various fields, including education through the Friends of Children Association,
established by the institution's employees; sports with the Kagitspor Club; and culture and
arts, with the cinema-theatre hall and SEKA Cinema. In this context, mass media such as
SEKA Postas1 newspaper, SEKA Magazine and SEKA Radio, which were published and
printed within SEKA, ensured the representation and, in other words, the carrier of the city’s
cultural values.

SEKA Postasi, which continued its publication life as a business newspaper for 27
years, was published as four pages every 15 days until the last years of its publication life.
Political and economic developments in the country caused changes in the publication
interval of SEKA Postasi. Despite these developments, the newspaper managed to maintain
its continuity of publication, with a total of 2,488 pages across 517 issues. SEKA Postas1’s
publication planning, diversity of content and the fact that it was printed within an enterprise
are important in ensuring the integration of industry and urban culture.

In the first part of the study, the adventure of Tiirkiye’s industrial development
process is discussed, followed by a historical examination of the importance of the city of
Kocaeli, which has been home to various civilisations, and the role played by SEKA in the
industrialisation process. In the last section, the role of the mass media operating within
SEKA in the dissemination of the cultural values of the city is explained, and the news on
sports, education, health, culture and arts and daily life in the printed copies of the newspaper
SEKA Postas1 are examined quantitatively by content analysis method. It attempted to
identify which news items published in the newspaper reflected the representation of urban
culture and whether the social and political developments of the period, as well as the
changes in the administrative structure of SEKA, influenced the content that revealed this
representation process.

2. Tiirkiye’s Industrial Development Process
The Industrial Revolution brought about the transition to mechanised production in

many fields of the world’s economic production process. Following this process, with the

206



Giirer, M. & G. Degirmencioglu (2025), “Representation of Daily Life in SEKA Postasi as a
Business Newspaper in the Industrial Development Process”, Sosyoekonomi, 33(64), 205-224.

acceleration of technological developments, initial investments, then production, and
subsequently incomes began to increase worldwide. As a result, economic growth has
become the primary process that determines the wealth and poverty of nations, especially
after World War 1l (Bahar, 2005: 66-68; Pamuk, 2018: 1). With this revolution, steam
engines and other new technologies were first introduced in Western Europe and North
America, and then in different parts of the world (Pamuk, 2018: 5).

The Ottoman Empire, with an economic structure based on agriculture, handicrafts,
and guild-style organisation, lagged behind Western countries because it was unable to carry
out the transformations brought about by the Industrial Revolution (Bahar, 2005: 66-68).
Tiirkiye’s industrialisation progressed slowly in the 19th century, while productivity in
industry and transport was on an upward trend (Pamuk, 2018: 5).

This century ushered in a distinct period for Ottoman society and its economic
structure, one that differed from the previous one. During the 17" and 18" centuries, the
traditional structures of Ottoman culture and the economy remained essentially unchanged.
Between the 1820s and the outbreak of the First World War, the Ottoman Empire
encountered the Western world’s military, political, and economic power. In this context,
the economy began to shift towards a new economic order characterised by capitalism
(Pamuk, 2007: 191). In the Ottoman Empire, large-scale industrial enterprises were initiated
by the state in the 1830s and 1840s to meet the needs of the army and the state, but these
enterprises had to suspend their production after a short period. The second wave of capitalist
industrial enterprises utilising imported technology started to develop in the 1880s (Pamulk,
2007: 225).

It is observed that the liberal policies pursued in the Ottoman Empire after the 1908
Revolution, which aimed to unite different ethnic elements within the concept of the
Ottoman nation, began to be abandoned after the defeats in the Balkan Wars and that the
Union and Progress government, which came to power, tried to create a Turkish bourgeoisie
during the war years. In Pamuk’s words, the aim was to create a self-sufficient economy
through agriculture and industry. Ideas such as establishing national companies and national
banks, as well as organising Muslim tradespeople and merchants, began to spread alongside
the ideas of Turkish nationalism (1999: 185). From the Ottoman period to the 20" century,
Tiirkiye inherited structures based on agriculture, open to foreign trade and, in this context,
to foreign capital, as well as a strong centralised state and agricultural structures with a high
concentration of small producers. Pamuk (1999: 198) states that these features constitute the
distinctive character of Ottoman society and economy, as well as the specific dimensions of
Ottoman heritage.

During the Republican period, the Turkish industry found the opportunity to
reactivate with the contributions of Atatiirk. Following the First Economic Congress in
Izmir, which convened on 17 February 1923, institutions were established to support private
entrepreneurs and outside capital and production. In this context, the Free Economy Policy
started to be followed (Dogan, 2013: 212-213). Although the political regime in this period
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preserved the capitalist property structure, it also maintained the understanding of the
necessity of state intervention in economic life from the beginning. During this period, the
issue of basing economic development on the power of the Turkish entrepreneurial class,
which was formed with the state’s contribution, became more clearly evident, especially at
the Izmir Economic Congress (Tezel, 1982: 130-135).

During this period, several measures were implemented to develop the industry and
encourage private-sector investment. 1925, the Bank of Industry and Maadin was
established, and the Law on Incentive Industry was enacted in 1927. In addition to these, it
was envisaged to ensure industrialisation through the private sector by making new
arrangements regarding the tax exemption of the export expenses of the industries that would
be oriented towards exports and the organisation of tradesmen and craftsmen (Bahar, 2005:
69; Kepenek, 1984: 44). Siimerbank and Etibank, which emerged in Tiirkiye in the 1930s,
played an important role in implementing statist industrialisation programmes and
developing public entrepreneurship. One of the important functions of Stimerbank was to
implement the state's manufacturing industry investment programmes and operate the state
factories that were established (Tokgoz, 2011: 302).

Regulations ensuring the implementation of the principle of statism in the economy
began to be institutionalised. With the implementation of state-led planned industrialisation,
the aim was to produce the country's basic industrial goods through public enterprises.
Within the framework of the First Five-Year Industrial Plan, implemented between 1934
and 1938, the goal was to establish factories in six different industrial branches: chemistry,
paper and cellulose, mining, textiles, ceramics, and iron and steel. The task of executing and
coordinating the plan was assigned to Stimerbank. The establishment of textile and weaving
factories in many Anatolian cities marked the beginning of a planned industrialisation
period. Within the plan’s scope, Kayseri Cloth Factory in 1935 and izmit Paper Factory in
1936 were enthusiastically welcomed (Tokgoz, 2011: 78-81). In 1936, following the
establishment of the izmit First Paper Mill, the city also saw the opening of chlorine alkali,
cellulose, newsprint, and cigarette paper mills. Tiirkiye’s first paper mill, whose foundation
was laid in Izmit in 1934, began production two years later and started operating under the
name Siimerbank Seliiloz Sanayii Miiessesesi in 1939. It was renamed Tiirkiye Selilloz ve
Kagit Fabrikalar1 A.S. (SEKA) in 1955 (Dogan, 2013: 214-215).

Boratav (1993: 45) states that from 1930 to 1939, protectionism and statism were two
determining features of economic policies. Describing these years as the first
industrialisation period in terms of the results of the economic policies pursued, Boratav
states that while the world economy was being dragged into a great depression, the Turkish
economy closed to the outside world and entered into an attempt at national industrialisation
by the state (Boratav, 1993: 90).

Following the Second World War, it was observed that the adoption of new
technologies in agriculture led to significant productivity increases. With the migration of a
portion of the agricultural workforce to cities, the number of people employed in the
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industrial and service sectors has increased. The increase in productivity and production led
to a rise in incomes, which in turn led to an increase in physical investments and equipping
the population with more tools and equipment (Pamuk, 2018: 5). After the war, the Turkish
economy differed from the classical capitalist development process in the sense that it
became increasingly dependent on external sources. After this period, Tiirkiye was unable
to integrate its resources into the global economy; it was able to carry out its accumulation
process to a significant extent, relying heavily on external resources (Boratav, 1993: 147).

From the 1950s to the early 1960s, Tiirkiye once again adopted a liberal economic
policy by making decisions to support private investors. In the first five years of these 10
years, it was observed that industrialisation was based on domestic consumption through the
private sector and was dependent on agricultural activities. Within the scope of the First
Five-Year Development Plan, it is evident that industry was allocated an important place
alongside the farm sector, and industrial investments commenced (Bahar, 2005: 79; Dogan,
2013: 217). An industrial structure based on the import substitution of basic consumer goods,
with its foundations laid in the 1930s, is one of Tiirkiye's leading industrial characteristics.
This industrial structure, which is oriented towards processing domestic agricultural and
mineral raw materials, did not change significantly by the 1960s (Sahin, 1998: 103).

With the increase in the need for foreign exchange to increase production and to
provide external financing for the necessary investments and with the rise in oil prices, there
was a problem in the balance of payments in Tiirkiye towards the end of the 1970s and the
government of the period took the 24 January Decisions on 24 January 1980 to support and
encourage the industry. With these decisions, it is evident that the import substitution policy,
one of the industrialisation strategies implemented for many years, was abandoned. Instead,
an industrialisation policy in which exports are at the forefront has started to be
implemented. In the 57 years from 1923, when the Republic of Tirkiye was proclaimed, to
1980, when the 24 January Decisions were taken, it was aimed to follow an economic policy
aiming to reduce external dependence by implementing an import substitution
industrialisation policy; however, although this strategy initiated an industrialisation
movement, the desired level could not be reached (Bahar, 2005: 86-87; Dogan, 2013: 218).

Pamuk (2018: 7-8), in his book on Turkiye’s 200-year economic history, states that
the economic policies implemented have shown significant changes from period to period.
Emphasising that in the 19" century, the open economy model was abandoned and replaced
by a protectionist industrialisation strategy in the first half of the 20" century and after World
War I, Pamuk states that after 1980, this model was replaced by neoliberal policies and the
process of opening the economy to the outside world.

From the Ottoman Empire to the Republican period and beyond, Tiirkiye’s industrial
and economic development process has been shaped by the steps taken under the
conjuncture. The Ottoman state, which lagged behind the Industrial Revolution's production
model, experienced a period of economic decline. In the period when the 2nd Constitutional
Monarchy was proclaimed, although some steps were taken to encourage domestic industry,
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they were insufficient. In the Republican period, an economic model consisting of private
entrepreneurs with state support was tried to be established. In particular, the adoption of
legal regulation to encourage industry in 1927 and the opening of many factories, especially
in the paper and pulp industry, within the scope of planned industrialisation policies, helped
leave behind the troubled period of the world economic depression in 1929. In this context,
not only the economic decisions taken but also the mass media are of great importance in
the economic development process, industrialisation and the development of urban culture.
The newspaper SEKA Postas1 and the radio station SEKA Radio of the enterprise, which
was the first paper mill of the Republican era and was later renamed Tiirkiye Seliiloz ve
Kagit Fabrikalar1 A.S. (SEKA) in 1955, have long represented and promoted izmit urban
culture. In this study, after presenting the importance of mass media in shaping urban culture
within a general framework, the role of SEKA in industrial development and the emergence
of urban culture is examined by analysing the content presented in these two communication
tools.

3. Development of Kocaeli Urban Culture and SEKA Postas1 Newspaper

Helle defines urbanisation and industrial society as follows: “Whereas before
industrialisation, the individual was integrated into a system of order imposed on him from
the outside, in today’s industrial society, the efficiency of integration is gradually being
transferred from outside the system to the inside of the individual, provided, of course, that
the social maturity of the individual is sufficient for this to happen.” (1996: 74).

The history of Kocaeli dates back to Astakoz, the oldest known settlement in the
region, which the Phrygians established in the 12th century BC. Today, Izmit takes its place
from the city known as Nikomedia in the Kingdom of Bithynia (262 BC). The town, under
Byzantine control during the Roman Empire, lost its importance due to natural disasters. In
the 11" century, while Nikomedia was under the control of the Seljuks, it was again included
in the Byzantine sovereignty with the Crusades. This demonstrates that the 1zmit region has
been a geographical area that has attracted various societies throughout history. The city
came under Ottoman rule during the reign of Orhan Gazi and later faced British and Greek
occupation during World War I. The town was liberated from enemy occupation on June 28,
1921, and gained the status of a province in 1924 (Calik, 2007: 885; Kocaeli il Kiiltiir ve
Turizm Miidiirligii, 2023; Oral, 2007; Oztiire, 1981; Ulugiin, 2020).

When examining the history of the local press in Kocaeli, it is evident that the first
printing house in the city was established in 1860 to print books required by the monastery
in Akmese. Following this printing house, the first lithographic printing house in 1zmit was
established during the First World War. Until 1915-1916, there was no Turkish printing
house in Izmit, and three people printed the first newspaper in Kocaeli on a stone printing
machine (Kocaeli Yillik, 1973: 139). After the War of Independence, the newspaper
suspended publication during the Greek occupation and resumed publication weekly as the
official newspaper of Kocaeli until 1933.
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In the following years, respectively; “Tiirkyolu newspaper in 1921, Hiirfikir in 1923,
Korfez newspaper in 1938, which was the first newspaper printed with a typesetting machine
in izmit, Geng Diisiinceler newspaper, Marmara newspaper in 1939, Yesil izmit in 1943,
Hiirsdz newspaper in 1948, Yavuz izmit and Yaman izmit newspapers published by Thsan
Yazman in 1950 and 1951, Bizimsehir newspaper in 1951, 27 Mayis newspaper and Zafer
newspaper in 1960, Demokrat Kocaeli in 1950, Biiyiik Dava newspaper in the 1950s, Azim
in 1950, Istiklal in 1961, Kocaeli Adalet in 1970, Hedef newspaper in 1962, Seka Post in
1954, Dogus in 1960, Korfez Newspaper in the 1960s, although the exact publication date
is unknown, Sesim magazine, Isik newspaper, Yeni Yarimca, Karamiirsel Post and Chamber
of Commerce and Industry Newspaper were published in 1967.” (Kocaeli Yillik, 1973: 139).

Along with the development of the local press in Kocaeli, the SEKA factory, founded
on 14 August 1934 in Izmit, produced 3,959 tonnes of paper and cardboard when it began
production in 1936, contributing to the publication of local newspapers printed on local
paper, as part of the discourse of the First Turkish Paper. SEKA is one of the important
symbols of modern paper production in Tirkiye during industrialisation. From its
establishment until 27 January 2005, when the decision was made to close the plant, SEKA
was one of the enterprises that played a significant role in Tiirkiye’s industrial production
(Aydin et al., 2002; Balki, 2012: 65; Oral, 2007).

In addition to being an industrial enterprise, SEKA has also made social contributions
to urbanisation. The Friends of Children Association, founded by SEKA employees,
contributed to the education of young children, while the aid campaigns organised
contributed to developing social awareness. The Company established the Kagitspor Club
to promote sports culture, which operates in various branches, including football, wrestling,
sailing, and basketball. In addition, investments were made in fields, courts, swimming
pools, and social gathering areas to support sports infrastructure (Balki, 2010, 2012; Délen,
2015; Kocabasoglu et al., 1996; Sarioglu, 2013).

The cinema-theatre hall, which SEKA operated for its employees, constituted one of
the places that contributed to the city's cultural life. The SEKA Cinema, which served the
city's people over the years, featured important period films. The well-known theatre troupes
of the period that visited Kocaeli performed their shows in the multifunctional SEKA
Cinema Hall, located within SEKA. Exhibitions, meetings of political figures with the
public, and conferences held in these halls instilled a love of art in Kocaeli and contributed
to the city's political life (Balki, 2001; Bayar, 2002). Since its foundation, SEKA has offered
services that prioritise cultural activities.

Industrial establishments constitute a socioeconomic means of transmission between
the past and the present. Beyond producing an identity for the urban phenomenon, social
memory and consciousness emerge as unique through industrial establishments (Calik,
2007: 886). With the establishment of SEKA, the flow of daily life in the social structure
changed, innovations began to emerge in the working practices of the workers, and
communities came together in different places and socialised. From kindergartens to
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cinemas, sports events to family gatherings, SEKA ensured the integration of the city and
industry, as well as the integration of the town and its workers. This way, SEKA built an
educated, culturally socialised, and active working-class culture in Kocaeli.

SEKA Postas1 was printed at the SEKA Printing House, which was established in
1944. The newspaper began its printing journey with old printing machines acquired from
the Sublime Porte. During this process, a 1907 model machine was utilised, which frequently
malfunctioned and did not print cleanly (Balki, 2010: 133). Social activities at SEKA
increased after 1955. According to Kocabasoglu et al. (1996: 211), one important step taken
in this regard was the launch of a four-page, tabloid-sized periodical called SEKA Postasi,
published every 15 days on the first anniversary of SEKA’s founding. The success of the
newspaper, which is the eyes and ears of the people of izmit and its window to the outside
world, has been reported by local newspapers such as Isik, Hiirsoz, Tiirkyolu-Bizimsehir,
Kocaeli, Yeni Yarimca, Dogus and publications such as Sesim Magazine and Kocaeli
National Education Bulletin (Sarioglu, 2013: 17). The newspaper, which started its
publishing life with the slogan It does not talk about politics, it is a professional and business
newspaper, was published on four pages (six pages in some copies) in five columns,
measuring 41x57.5 cm. SEKA Postasi, whose price was 1 cent and 6-7 thousand copies were
printed. It included business and papermaking news, as well as culture, art, and social events
on its pages (Simsek, 2007: 149).

Launched on 21 June 1956 with the encouragement of Enver Atafirat, the General
Manager of SEKA at the time, SEKA Postasi, which was a business newspaper, was taken
care of by Cevdet Yakup Baykal for a while, with Nihat Oniir as its managing editor, and in
the following years the newspaper became identified with the name of Naci Girginsoy.
Under Girginsoy’s management, SEKA Postas1 went beyond being a business newspaper
providing news from the paper mills and included technical information, production reports,
circulars and regulations, as well as all kinds of artistic, cultural and sporting events in the
city (Sarioglu, 2013: 8). Girginsoy was one of Kocaeli’s important writers, whose columns
were published in the local press. Girginsoy also wrote novels, stories, and essays, as well
as articles for theatre and cinema, which appeared in various magazines (Balki, 2010: 124).

Balki (2010) describes Naci Girginsoy, the chief writer and editor-in-chief of the
newspaper, as writing all the articles, conducting interviews, editing the pages, working as
a photojournalist and running after clichés. Balki states that Girginsoy was identified with
the newspaper and that his adventure continued for 26 years. Naci Girginsoy wrote the news
on art, cinema, theatre, literature, and sports for SEKA Postasi. The newspaper, which had
been published for approximately 28 years, was closed down in 1984 and replaced by SEKA
Magazine, a colourful and higher-quality publication in terms of printing (Balki, 2010: 123).
In addition to industrial investments, the enterprise has implemented various activities and
projects that touch the socio-cultural lives of its employees and stakeholders in the city. In
1998, the SEKA plant was privatised and transferred to the Kocaeli Metropolitan
Municipality in 2005, after which it began operating as a social recreational area (Balki,
2010, 2012; Kocabasoglu et al., 1996; Sarioglu, 2013).
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4. Methodology

Firstly, Tiirkiye’s industrial development process is discussed, and the role of mass
media in industrialisation and the formation of Kocaeli’s urban culture is historically
constructed through a literature review. In the previous section, the significance of SEKA
Postas1 newspaper as a mass medium in reflecting urban culture is revealed, and information
is provided about other communication tools, such as SEKA Magazine and SEKA Radio,
which the institution also publishes. Within the scope of the study, the news content in the
SEKA Postas1 newspaper, which has been published for 27 years, was examined using the
quantitative content analysis method. The news content in the printed copies of the
newspaper was physically counted and identified, and the data obtained were compiled into
tables. In this context, the numerical data received from the news contents were examined
to answer the research questions developed in the study.

The content analysis method is a research technique that enables the systematic
realisation of communication content within the framework of predetermined categories.
These contents, such as newspaper articles, television news, movies, radio programs, and
cinema films, can vary. In other words, it is possible to examine all kinds of textual, visual
and audio content and documents using this method. Among social science research
methods, content analysis has emerged as a method for examining the content of mass media
(Geray, 2014: 135). The method was initially characterised as an empirical method aimed at
objectively and systematically describing the content of texts subject to communication.
However, with the development of this methodology over time, it has also begun to be used
to examine the content of social scientific data (Alver, 2003: 241).

According to Berger (1996: 104), content analysis is one of the research techniques
that involve measuring, in other words, counting, the number of certain things in specific
forms of communication, such as cartoons, situation comedies, and news. The basic
assumption of content analysis is based on the research of messages and the illumination of
communication to the people who receive these messages. As a sociological analysis
method, Berger (1996: 106) argues that this analysis technique reflects the social
perspectives the mass media reveals. According to Riffe, content analysis remains an
important tool for researchers who more directly investigate how cognitive processes and
effects at the individual level are related to message characteristics (2005: 9).

According to Geray (2014: 135), who defines content analysis as one of the research
techniques that enable the systematic realisation of communication content within the
framework of predetermined categories, the content in question can consist of newspaper
news or articles, as well as television news, films, radio programs and movies. This analysis
technique can analyse all kinds of textual, visual and auditory content and documents.
Content analysis has emerged as a method used in social science research for analysing
“mass media” content. In his book Content Analysis, Klaus Krippendorff describes content
analysis as follows: first, content analysis is an empirically established method, exploratory
in terms of procedure, and predictive or indirect (2004: 17). There are several field studies
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in which content analysis method is used on newspaper news; Nejdet Atabek’s “Gazete
Haberlerinde Etik Standartlarin Yiikseltilmesinde Okur Temsilcisinin Rolii” (2013), Ali
Murat Vural, Hatun Boztepe Taskiran et al. “Risk Iletisiminde Geleneksel Medya: Gazete
Haberlerinin Deprem Felaketleri Ornekleminde Analizi” (2022) and “Tiirkiye’de iklim
Haberciligi: Kuraklik Haberleri Uzerine Bir Igerik Analizi” (2023) by Ozge Cengiz can be
cited as examples. Since the main research topic of the study involves testing research
questions developed using the content analysis method, considering similar studies in this
context reveals empirical research methods that contribute to the original value.

The quantitative content analysis technique is widely used to analyse written texts.
In this context, in the categorisation stage, the repetition frequency of words and concepts
in the text content is determined. Open coding is more commonly used since the content on
the visible surface of the text is coded. For example, the frequency of a word or concept in
the text is evaluated and noted. In open coding, the searched word either exists or does not
exist. Therefore, it is stated that the reliability of this method is relatively high (Neuman,
2017). In the coding process, the researcher plans how to divide the data to be analysed into
meaningful wholes (Yildirnrm & Simsek, 2000). According to Silverman (2018), labelling
the words, sentences and paragraphs determined while coding in content analysis is seen as
one of the practical ways.

4.1. Aim and Importance of the Study

With its geographical location and production capacity, Kocaeli is one of the
important industrial cities in Tirkiye. SEKA, one of the first industrial enterprises
established in lzmit during the industrialisation process of the Republic's history, has
assumed a role that has further strengthened the city's potential. SEKA contributed to the
paper production process and played an important role in reflecting various social,
economic, cultural, and daily life developments within the institution and in the city to its
people. Mass media plays a crucial role in preserving and disseminating urban culture to the
public. The study hypothesises that the newspaper Seka Post contributed to the formation of
urban culture in the industrial development process. In this context, the study aims to
investigate the institution's contribution to the formation of urban culture in the industrial
development process through the newspaper SEKA Postasi, which was published by the
institution and printed in its printing facilities. The following research questions were
developed in the study in which the news contents related to urban culture in SEKA Postasi
newspaper were examined:

e Which news items in SEKA Postast newspaper were prominent in reflecting the
urban culture?

e Did the social and political developments of the period and the changes in the
administrative structure of the enterprise lead to differentiation in the news content
represented in SEKA Postasi newspaper?

e As a business newspaper, does SEKA Postasi incorporate the thematic subject
distinctions typical of mass newspapers into its news content?
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4.2. Scope and Limitations of the Study

Within the scope of the study, 2,488 pages of news content from 484 printed copies
of Seka Postas1 newspaper were examined over 27 years, from June 21, 1956, to January 1,
1983. In all printed copies of Seka Postasi newspaper, which are bound in the Kocaeli
Metropolitan Municipality SEKA Paper Museum Documentation Center archive, news on
sports, education, health, culture, and arts, as well as daily life topics related to urban culture,
were quantitatively examined. izmit Paper and Cardboard Factory is recognised as one of
the pioneers of the city’s social and cultural life. The factory, where activities such as
cinema, various sports branches, theatre, artistic courses, and conferences were held, also
served as a school and cultural centre (Balki, 2010: 142; Senyurt, 2010). Sarioglu (2013)
stated that the newspaper was a versatile and satisfying publication organ and added that it
covered the following topics: state dignitaries visiting SEKA, commemorative meetings,
holidays, news on trade unionism, fire drills, collective bargaining agreements, decisions
taken, developments in the country and the world, poems, essays, articles, travel articles,
interviews, sports events, films, theatre performances, exhibitions, concerts, ceremonies,
SEKA camp, SEKA Children’ Friends Association activities, kindergarten, bazaars,
circumcision weddings, marriage news, health column, helpful information, some technical
inventions, news about Izmit, fair news, new books, cartoons, humour, jokes and
developments in daily life are among the topics covered in the pages of the newspaper. In
addition to the codes identified through the literature review, the study incorporated themes
that were also identified during the review process. Based on the deductive research
approach, the topics were identified through a review of written sources in Seka Postasi
newspaper and testimonies from the period. In the literature review conducted within the
scope of this study, a total of 60 variables were identified under five main headings that
represent urban culture. In this context, 19 variables under the title of sports, five variables
under the title of education, three variables under the title of health, 16 variables under the
title of culture and arts and 17 variables under the title of daily life were collected and
included in the study. The fact that in-house news, columns, and visual materials were not
included in the study constitutes a limitation.

5. Findings and Discussion

In the study, the data obtained according to the variables under five main headings
were tabulated by the year of publication of the SEKA Postasi newspaper. This framework
tries to reveal the extent to which SEKA Postasi, as a business newspaper, covers events in
socio-cultural life.
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Table: 1
“Sports” Themed News Content Published in Seka Postas1 Newspaper (1956-1982)
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1956 12 12 1 4 3
1957 24 13 3 1 3 3 2 1
1958 24 38 2 11 2 5 5 1 1
1959 23 35 7 22 2 1
1960 19 43 12 1 4 2 1
1961 14 15 13 5 8 5 2 2 1
1962 22 25 11 17 5 8 10 1 1 1 2 2
1963 23 34 12 1 2 6 1 2 1 1 2
1964 23 45 6 4 2 4 1 1 2 1
1965 19 47 2 4 3 1 2 3 3 1 1
1966 23 59 5 5 2 3 1 1 3 1
1967 22 42 4 3 1 1
1968 23 39 4 3 3 1 5 1
1969 24 26 7 8 3 2
1970 24 25 7 6 11 3 1 3 1
1971 22 7 7 6 3 1 1 1
1972 23 14 6 2 1 1 1
1973 14 13 3 1 1 1
1974 22 8 8 1 1 3 2 1
1975 18 15 5 1 1
1976 19 10 10 1
1977 14 10 1 4
1978 10 7 4 1
1979 9 5 1 1 1
1980 8 7 2 1 1 1
1981 5 5 2 4 2 1 1
1982 1 3 1
Total 484 602 | 132 | 93 84 | 43 40 31 15 10 8 5 5 5 4 2 2 1 1 1

When the 19 variables determined through the sports theme within the scope of the
study are examined, it is evident that football constitutes the most frequently covered news
content, with 602 news items. On the other hand, chess, fencing and rally were covered only
once each. In addition to team sports such as football, basketball, and volleyball, the
newspaper also featured news items on individual sports, including wrestling, boxing,
cycling, swimming, and rowing. It is noteworthy that SEKA Postasi, which was published
from 1956 to 1982, featured sports such as fencing, rally, shooting, cycling, tennis, and
athletics, which may have been considered relatively unknown to the public, given the socio-
economic context in Tiirkiye. Upon reviewing the period during which the examined news
items were published, it becomes apparent that the newspaper featured news from various
sports branches between 1956 and 1966. During the period of SEKA Postasi’s publication
from 1975 to 1982, it is noteworthy that the number of news items related to the subject
decreased, and the focus shifted to football news. It can be stated that the reason for this
transformation lies in the decrease in the number of newspaper publications and the
reduction in the activities in sports branches in particular. In addition, in parallel with
Kocaeli’s geographical location, unique content from the sailing, rowing and swimming
branches of Kagitspor, which operates within the SEKA enterprise, also found a place on
the pages.
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Table: 2
“Education” Themed News Content Published in Seka Postas1 Newspaper
(1956-1982)

Year of Publication Number of Publications Course Seminar Nursery General Apprentice
1956 12 5
1957 24 1 4
1958 24 3 2
1959 23 3 3
1960 19 2 2
1961 14 1 1
1962 22 3
1963 23 12 4 2
1964 23 6 2 1
1965 19 6 4 1
1966 23 2 2 1
1967 22 2 8 1
1968 23 4 11
1969 24 8 9
1970 24 5 5 2
1971 22 2 3
1972 23 8 10 1
1973 14 2 7 1
1974 22 8 6 2
1975 18 4 1
1976 19 3 2 3
1977 14 3 4
1978 10 1
1979 9 2 1
1980 8 1
1981 5 1 2
1982 1
Total 484 90 83 29 2 2

Within the scope of the study, when the five variables determined through the
education theme in Table 2 are examined, the course comprises shared news content
consisting of 90 news items. On the other hand, only two news items are under the apprentice
title. Since SEKA Postast is a business newspaper, its importance to in-service training and
personnel development is evident from the news items on courses and seminars. In this
framework, the importance the enterprise attributes to education policy over the 27 years
examined is apparent from the periodic coverage of news items on the subject. In addition
to being an industrial enterprise, the examination process also revealed information about
the nursery established under the SEKA Children’s Friends Association, one of its
contributions to urban life, and the activities of this nursery for both employees and the city.
When the years in which news on education was published are examined, it is observed that
there was an increase in the number of news articles on the subject between 1963 and 1973,
indicating the intensity of in-house training processes in SEKA. However, from 1978 to the
end of the newspaper’s publishing life, the number of news items related to education
decreased. At the same time, the existing news items were limited to only one or two. This
transformation process is an indicator of the policies followed by the enterprise regarding its
activities, but it can also be evaluated as a sign of a noticeable decrease in the space allocated
to education in the newspaper's content.
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Table: 3
“Health” Themed News Content Published in Seka Postas1 Newspaper (1956-1982)
Year of Publication Number of Publications Vaccine Health Disease
1956 12
1957 24
1958 24 1
1959 23
1960 19 3
1